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Summary

Recent advancements in high resolution Positron Emission Tomography (PET) have made it possible to study metabolic activity and the anatomy of the brain in great details. It becomes increasingly important to perform motion correction on these data. Motion tracking with a structured light system is pursued by Ph.D. student Oline V. Olesen.

This thesis covers the registration (alignment) of point cloud surfaces acquired from a structured light scanner.

An introduction to the concepts of rigid motion and point cloud properties is given. These include representations of rotations, surface curvature estimates and solutions to the nearest neighbor problem. The iterative closest point (ICP) algorithm is detailed with some of its most promising variants. Non linear optimization is introduced conceptually.

Experimental data is used to compare these different variants in terms of convergence, accuracy, robustness and speed.

It is concluded, that implementational simple variations of the ICP algorithm can yield much improved performance and reliability, and that, with the proper choice of acceleration techniques, real time performance is a realistic perspective.

In the appendix derivations of the most important mathematical formulas are given.
Resumé

De seneste års udvikling af højopløst Positron Emissions Tomografi (PET) har muliggjort studier af metabolisk aktivitet og detaljeret anatomi af hjernen. Dette gør det i stigende grad nødvendigt at foretage korrektion for patientens bevægelser under dataopsamling. Ph.D.-studerende Oline V. Olesen udvikler et bevægelsesregistreringssystem baseret på struktureret lys.

Nærværende opgave omhandler beregningen af den relative positionsforskell baseret på punktskyer fra et struktureret lys-system.


Ved hjælp af eksperimentelle data sammenlignes disse varianter med henblik på konvergens, nøjagtighed, robusthed og beregningstid.

Det konkluderes, at nogle simple varianter af ICP algoritmen kan øge hastighed og pålidelighed, og at realtidsberegninger er et realistisk perspektiv.

Udledninger af de mest centrale matematiske formler er givet i appendiks.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BOC</td>
<td>Basin Of Convergence</td>
</tr>
<tr>
<td>DLP</td>
<td>Digital Light Processing</td>
</tr>
<tr>
<td>DTU</td>
<td>Technical University of Denmark</td>
</tr>
<tr>
<td>HRRT</td>
<td>High Resolution Research Tomograph</td>
</tr>
<tr>
<td>ICP</td>
<td>Iterative Closest Point</td>
</tr>
<tr>
<td>IMM</td>
<td>Institute for Informatics and Mathematical Modelling</td>
</tr>
<tr>
<td>IR</td>
<td>Infra Red</td>
</tr>
<tr>
<td>MRF</td>
<td>Markov Random Field</td>
</tr>
<tr>
<td>NDI</td>
<td>Northern Digital Inc.</td>
</tr>
<tr>
<td>PCA</td>
<td>Principal Component Analysis</td>
</tr>
<tr>
<td>PET</td>
<td>Positron Emission Tomography</td>
</tr>
<tr>
<td>RMS</td>
<td>Root Mean Square</td>
</tr>
<tr>
<td>SLS</td>
<td>Structured Light Scanner</td>
</tr>
<tr>
<td>SVD</td>
<td>Singular Value Decomposition</td>
</tr>
</tbody>
</table>
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1 Introduction

1.1 Background and Objectives

High resolution medical imaging modalities are highly sensitive to patient movement during image acquisition. One example of patient movement during a dynamic Positron Emission Tomography (PET) recording is shown in figure 1.1. Different techniques are being used to overcome the issue – these vary from stabilizing fixtures to optical motion tracking systems, all of which require significant preparation and the patient’s cooperation. Additionally they add to the perceived discomfort of undergoing the scanning procedure, which for the most part ranges from several minutes to a few hours.

Figure 1.1: The effect of patient movement on a dynamic PET recording. Notice the white regions of no diagnostic value that appear with increased motion. Modified from [1].

Research is ongoing to implement a motion tracking system for the High Resolution Research Tomograph (HRRT). The HRRT is used in brain research, and the approach for tracking the movement of the brain is based on structured light 3-D surface registrations of the patient’s face. The system consists of a structured light source, two video cameras and computer software. The results of surface registrations are three dimensional point clouds.

In order to do motion correction, the relative movement of the head must be calculated, for all six degrees of freedom, on every frame to some reference. In our work, most of these calculations are based on the iterative closest point (ICP) algorithm. ICP is a term that covers the use of an iterative algorithm that estimates the best alignment of two point clouds. The algorithm exists in many different variants and can be tailored to use different features of the point clouds depending on the circumstances.
The aim of this report is to investigate different approaches to registration in terms of speed and accuracy when used on partial surfaces of human faces situated in the HRRT. Objective evaluation also includes algorithm stability and computational complexity.

The report deliberately covers the following topics:

- First we describe the features of the structured light scanner. Challenges in regard to \textit{in situ} recordings are briefly discussed. The section also introduces the necessary mathematical concepts regarding transformations in 3-D space and methods for working with point clouds.
- The ICP algorithm and its variants.
- Non linear alternatives for alignment error minimization.
- The equipment and methods we used for collecting experimental data, and the methods for preprocessing of data that we employed.
- Four sections presenting the results and evaluating \textit{convergence}, \textit{accuracy}, \textit{robustness} and \textit{computational times} of the algorithms.
- Conclusion are drawn based on our results.

1.2 The HRRT

Since the invention of Positron Emission Tomography in the 1970’s [37], resolution has been ever increasing.

The HRRT is a dedicated brain scanner equipped with 120,000 scintillator crystals. The scintillators will register decay events of a radioactive tracer that has been injected into the subject on beforehand. The purpose of such an examination is to produce physiological 3-D images of the brain, showing the differences in metabolic activity throughout the brain. Both dynamic sequences and static images can be recorded.

The HRRT allows for a \textit{full width half maximum} resolution of down to 1.4 mm [30]. This is much lower than the average head movement of patients in a PET scanning situation [8] – even when using a rigid head restraint [14].

Correction of head movement on high resolution imaging modalities is a field of active research. Most approaches are based on optical tracking of retroreflective
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markers that are fixed to the patient using sticky tape, wet caps or band aids [28].

For hardware based motion tracking, the NDI Polaris Vicra system is used at several PET centers [20]. It provides an accuracy of 0.35 mm RMS [39] within a pyramidal volume. Under ideal circumstances this system resolves the issue of motion blurriness to a great extend. However it quite complicated to operate.

The aim of the ongoing research carried out by Ph.D. student Oline V. Olesen at Rigshospitalet, DTU IMM and Siemens Healthcare, is to make the optical tool tracking system obsolete and to establish a reliable motion tracking routine that requires little user interaction. Such a system should potentially be built into PET scanners in the future [29].

1.3 Anatomical aspects

The success of the described motion tracking approach depends on the assumption that movements of the face are rigidly connected to movements of the brain.

It is easier to assume rigidity between the brain and the skull, since the brain is tightly encapsulated in the skull and dura and cushioned by cerebrospinal fluid. Although physical activity may cause some tension on the medulla, in a PET scanning situation this will have very little effect.

The face however is not bound rigidly to the brain at all. The attempt to track movement of the brain based on surface registrations of the face is a risky endeavor. Even in very cooperative subjects, facial expressions caused by eye movement, sneezing or affections cannot be prevented totally. Under the skin, the face contains many muscles, some of which can be seen in figure 1.2. While the eyes and the skin covering the orbit are connected very loosely, the skin on the nasal cartilage can hardly be moved.

These are strong arguments to base the motion correction mainly on the immobile regions of the face, namely the nose, the nasion and the forehead. It is however beyond the scope of this work to compare motion tracking approaches of different parts of the head. Nonetheless it is important to know what factors may contribute to bad results.
Figure 1.2: Frontal view of the superficial muscle layers of the face. Created under a creative commons license by Patrick J. Lynch.
This project revolves around point clouds. Mathematically they can be regarded as sets of points

\[ \mathbb{P} = \{p_1, p_2, \ldots, p_N\}, \quad p \in \mathbb{R}^3 \]

Although it is known that the point clouds resemble the surface of human faces, shape information is encoded indirectly. This means that for two individual point clouds correspondence between the points is not known. Any characteristic information has to estimated by proper mathematical treatment. Methods for doing so will be explained in this chapter. They serves as a foundation for understanding the ICP algorithm and its variants.

A brief explanation of how the point clouds are acquired will be given in section 2.1. Section 2.2 presents different methods for rigidly transforming point clouds in 3-D space. Finding neighboring points is in section 2.3 and estimation of normals and surface curvature in section 2.4 and 2.5 respectively. Finally section 2.6 presents a method that reconstructs surfaces from point clouds.

### 2.1 Structured light scanner

Acquisition of 3-D models can be done using the structured light technique. Compared to other scanning techniques, the required hardware for a structured light system can be fairly simple and cheap. Whereas other techniques scan one point at a time, the structured light system is able to capture the full field of view at once, which makes it ideal for the application presented in this project. The system captures images of an object and calculates a 3-D point cloud representation of the surface. For our work, the relevant points regarding the system require only an understanding of the basic concepts.

A structured light scanner basically consists of a projector, one or more cameras and a computer. For instance, the composition of one of the systems used for the HRRT is:

- A small projector that projects visual light.
- Two cameras mounted on either side of the projector on a frame.
These components are shown in figure 2.1.

Figure 2.1: A structured light scanner system. An area of the face can be seen to be illuminated by the projector. The cameras are pointed at the illuminated area.

The projector is used to project defined light patterns onto the object of interest. When perceived from the cameras point of view, the pattern appears distorted due to change in perspective and the surface’s curvature. This is shown in figure 2.2. The distorted light pattern is captured by the cameras. If an exact relationship between the cameras and projector is known, or established by calibration, it is possible to calculate points in 3-D representing the surface of the object [29].

Figure 2.2: A regular grid light pattern is projected upon a mannequin face. The picture shows what the left camera from figure 2.1 sees. Notice how the regular pattern appears distorted.

Structured light systems have certain limitations due to the projection of the
light patterns.

- **Non-uniform point sampling density.** Consider a surface that runs almost perpendicular to the projection plane. The projected light pattern will be extremely distorted and only very few points can be calculated. Thus the sampling density varies as a function of the angle between projection plane and surface.

- **Pattern disrupts.** If the pattern cannot be seen by the cameras then no points can be found.
  
  - Shadows. A common problem where the surface of the object blocks the line of sight to the light pattern. This can be overcome with the use of multiple cameras or multiple recordings from different angles.
  
  - Reflective surfaces cannot be properly scanned.

  - Fine details, such as hair, have refractive properties and are usually too small to be resolved.

### 2.2 Representations of rotation in 3-D

Rotations in three dimensional space can be represented in different ways. Each representation has its advantages and disadvantages. In the following, representations using matrices, axis angle and quaternions will be explained.

#### 2.2.1 Rotation matrices

In a standard Cartesian 3-D coordinate system three basis rotation matrices are defined. One to rotate around each of the three axes, as shown in figure 2.3.

For rotations of angles $\alpha$, $\beta$ and $\gamma$ around the $x$, $y$ and $z$ axis respectively, the
Rotation matrices are

\[
R_x(\alpha) = \begin{bmatrix}
1 & 0 & 0 \\
0 & \cos(\alpha) & -\sin(\alpha) \\
0 & \sin(\alpha) & \cos(\alpha)
\end{bmatrix}
\]

\[
R_y(\beta) = \begin{bmatrix}
\cos(\beta) & 0 & \sin(\beta) \\
0 & 1 & 0 \\
-\sin(\beta) & 0 & \cos(\beta)
\end{bmatrix}
\]

\[
R_z(\gamma) = \begin{bmatrix}
\cos(\gamma) & -\sin(\gamma) & 0 \\
\sin(\gamma) & \cos(\gamma) & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

All rotation matrices are *orthogonal* with a determinant equal to one.

Rotation of a points is simply a matter of multiplying the rotation matrix from the right with a column vector containing the point coordinates. \(N\) points can be rotated via one matrix multiplication by storing them in a \(3 \times N\) matrix and multiplying them on the rotation matrix from the right. In software packages such as Matlab, this is an efficient way of applying a rotation to many points at once. In our experiments, we therefore stored point sets in this way.

Since matrix multiplication is not commutative, the order of multiplication is important. To specify a rotation around the origin, in general three angles have to be given. We use the \(x, y, z\) convention, meaning that a rotation matrix can be factorized \(R_{\alpha\beta\gamma} = R_x(\gamma)R_y(\beta)R_x(\alpha)\).
For small angles, $\cos \theta \approx 1$ and $\sin \theta \approx 0$. This lets one linearize the rotation matrix as follows

\[
R_{\alpha\beta\gamma} \approx \begin{bmatrix}
1 & -\gamma & \beta \\
\gamma & 1 & -\alpha \\
-\beta & \alpha & 1
\end{bmatrix}
\]

(2.1)

### 2.2.2 Axis Angle

Instead of representing a rotation by three angles around three fixed axes, the axis angle representation defines one axis given by a unit vector, $\vec{e}$, and one angle, $\theta$, as shown in figure 2.4.

![Figure 2.4: The axis angle representation for rotations in three dimensional space.](image)

Notationally the axis angle representation may be written

\[
\langle \vec{e}, \theta \rangle = \begin{pmatrix}
e_x \\
e_y \\
e_z
\end{pmatrix}, \theta
\]

This representation is simple and somewhat intuitive. It is good for comparisons, but calculations can be cumbersome. Conversion between rotation matrices and the axis angle representation can be done as shown in appendix E.3 and E.4. Therefore in our results, the axis angle representation will be used.

### 2.2.3 Quaternions

Quaternions take the form of four dimensional complex numbers. A quaternion is defined as

\[
Q = q_w + q_x i + q_y j + q_z k
\]
where $q_w$ is called the scalar part and the rest is called the vector or imaginary part. The elements $(q_w, q_x, q_y, q_z)$ are real, and the imaginary units obey:

$$i^2 = j^2 = k^2 = ijk = -1$$

Conjugation and magnitude

As an extended complex number a quaternion has a conjugate and a magnitude defined as:

$$q = w + xi + yj + zk$$
$$q^* = w - xi - yj - zk$$
$$\|q\| = \sqrt{qq^*} = \sqrt{w^2 + x^2 + y^2 + z^2}$$

Inverse and unit quaternion

The inverse of a quaternion is an important property. It is defined as:

$$q^{-1} = \frac{q^*}{qq^*}$$

If the quaternion has a magnitude of one, it is called a unit quaternion:

$$\|q\| = 1 \Rightarrow q^{-1} = q^*$$

Multiplication

Quaternion multiplication is a very useful property. If a quaternion is represented by its scalar and vector part $(q_i = (q_{wi}, \vec{v}_i))$, multiplication might be done using:

$$q_1q_2 = (q_{w1}q_{w2} - \vec{v}_1\vec{v}_2, \vec{v}_1 \times \vec{v}_2 + q_{w1}\vec{v}_2 + q_{w2}\vec{v}_1)$$
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The quaternion product can also be found using matrix multiplication:

\[ q_1 q_2 = \begin{bmatrix} x_1 & y_1 & z_1 & w_1 \end{bmatrix} \begin{bmatrix} w_2 & -z_2 & y_2 & -x_2 \\ z_2 & w_2 & -x_2 & -y_2 \\ -y_2 & x_2 & w_2 & -z_2 \\ x_2 & y_2 & z_2 & w_2 \end{bmatrix} \]

As the quaternion product can be found using a matrix multiplication, it should come as no surprise that quaternion multiplication is **associative** but **non-commutative** meaning:

\[ (q_1 q_2)q_3 = q_1 (q_2 q_3) \]
\[ q_1 q_2 \neq q_2 q_1 \]

Rotations

Unit quaternions can easily be converted to axis angle representations. The connection between the axis angle representation \((e_x, e_y, e_z), \theta)\) and unit quaternion, \(q\), is the following:

\[ q = \cos \frac{\theta}{2} + e_x \sin \frac{\theta}{2} i + e_y \sin \frac{\theta}{2} j + e_z \sin \frac{\theta}{2} k \]

Obviously, since the length has to be one, the scalar part is given by the vector part, meaning that the unit quaternion can represent three degrees of freedom.

Quaternions do not provide the same intuitive understanding of a rotation as axis and angle, but they can be more convenient to do calculations with, although they have their own set of arithmetic definitions. The advantages of using quaternions are a lower number of necessary calculations and the avoidance of singularities and ambiguities – e.g. *Gimbal lock*. Further, they make smooth interpolation between rotational states easy.

Quaternion multiplication is the operation used to rotate a point or vector. For instance to rotate the point, \(P\), using the quaternion, \(q\), one might proceed as follows.

The point is represented as a quaternion, \(p\), where the scalar part equals zero:

\[ p = (0, \vec{P}) \]

The rotated point, \(p'\), is then be obtained by multiplying:

\[ p' = qpq^{-1} \]
2.3 Nearest neighbor search

Several parts of this work require the computation of nearest neighbors. Given a set of \( N \) points, \( \mathcal{P} = \{p_1, p_2, \ldots, p_N\} \), and a point \( q \), the problem consists in finding the point in \( \mathcal{P} \) that is closest to \( q \). This has practical uses in various applications, and therefore many different methods have been developed.

A basic idea is to calculate distances to all points in \( \mathcal{P} \) and choosing the one with the shortest distance. This is called brute-force search, exhaustive search or the naive approach. The method is simple, but scales only linearly with the number \( N \) of points in \( \mathcal{P} \). Expressed in Big O notation, this is \( O(N) \).

If many nearest neighbor searches are performed within \( \mathcal{P} \), it is advisable to represent \( \mathcal{P} \) in a structure that allows for more efficient searches.

One possibility is to precompute which region in space are closest to a given point in \( \mathcal{P} \), reducing subsequent searches to the question of which of those regions \( q \) is in. This is the approach followed by the Delaunay triangulation described in section 2.3.1.

Another method is to divide the points in \( \mathcal{P} \) into groups according to their location. The nearest neighbor search is accelerated by conditionally excluding many points and thereby reducing the number of distance calculations. One such method is the \( kD \) tree [3], which will be detailed in section 2.3.2.

2.3.1 Delaunay triangulation

In a 2-D point set, the Delaunay triangulation is performed as follows. Three points form a valid triangle if the following condition is met

- The circumcircle of the triangle must not contain any other points from the point set (points are allowed to be on the rim of the circumcircle).

The Delaunay triangulation is not necessarily uniquely defined and might not be defined at all – e.g. for points lying on a straight line. A 2-D Delaunay triangulation is shown in figure 2.5a.

The dual graph of a 2-D Delaunay triangulation connects the centers of the circumscribing circles to a new diagram called the Voronoi diagram or Voronoi tesselation. For the Delaunay triangulation in figure 2.5a, the corresponding
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Voronoi tessellation is shown in Figure 2.5b. Each point in $\mathbb{P}$ has a Voronoi cell, which is all the area for which the point is the closest.

These concepts can be expanded to higher dimensions, specifically 3-D. Here the Delaunay triangulation actually consists of tetrahedrons – each of which is defined by four points that are uniquely circumscribed by a sphere. Again the dual is the Voronoi tessellation, and this allows nearest neighbor searches by point location.

Several algorithms exist for the creation of both Delaunay triangulations and Voronoi tessellations. Since they are dual graphs, knowledge of the one can quite easily yield the other. Voronoi tessellations can be created using the Bowyer-Watson algorithm \cite{bowyer1981, watson1981} which can be implemented to scale no worse than $O(n^2)$ and typically $O(N \log_2 N)$ \cite{n1983}.

### Point location

Voronoi tessellations contain the spatial information needed for nearest neighbor searches. It is however not trivial to determine which region a query point $q$ is located inside. This poses the point location problem for which several solutions exist. A point location algorithm exists that can answer queries with complexity no worse than $O(\log_2 N)$ \cite{2013}.
2.3.2 kD trees

In order to hold points in a kD tree, the set $\mathbb{P}$ is split by finding the median of all points’ first coordinates. The one point corresponding to the median becomes the root of the tree. Next, the two resulting subsets are split based on the median of their second coordinates. The process – known as binary space partitioning – generates a balanced binary tree containing all points of $\mathbb{P}$.

Figure 2.6 illustrates the creation of such a kD tree for points in two dimensions. Though difficult to illustrate the process can easily be thought extended into higher dimensional spaces. In $\mathbb{R}^3$, which is of interest in this report, point clouds can be subsequently divided into two equally sized sets by planes that are orthogonal to the $x$, $y$ and $z$ axis in turn.

The computational complexity of creating a kD tree is no higher than $O(kN \log_2 N)$ \cite{11}. This corresponds to sorting the point with regard to every of their coordinates, – that is $k$ times a $O(N \log_2 N)$ sorting operation.

By using kD trees the computation time for finding nearest neighbors in Euclidean metrics can be greatly reduced. Assume that a kD tree has been constructed containing the points of set $\mathbb{P}$. Locating the nearest neighbor to $q$ within $\mathbb{P}$ can be done in the following algorithmic way.

1. Move down the tree starting at the root comparing coordinates according to the actual splitting dimension until a leaf node is reached.

2. Mark the point at the located leaf node as current best, and calculate the distance $d$ between $q$ and current best.

3. Move up one level in the kD tree and determine the distance from $q$ to this node. If the distance is shorter than $d$, define this node as current best and the distance to it as $d$.

   If the distance from $q$ to the current nodes’ splitting plane is longer than $d$, exclude this nodes’ other side branch and continue moving upwards until the root is reached.

   Otherwise the nodes’ other side branch is searched through just like the whole tree.

4. When the top node is reached and all necessary side branches have been searched, choose the shortest of all candidates from the main search and eventual sub branch searches.
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Figure 2.6: (a): A two dimensional point cloud which has been divided using *binary space partitioning*. (b): The corresponding kD-tree.
Depending on the sparsity of $\mathbb{P}$, very large or only smaller parts of $\mathbb{P}$ can be excluded from the nearest neighbor search. The reason is that if the distance to the first encountered leaf node is shorter than the distance to its parents splitting planes, then we are at the right node, and all other branches can be excluded. In this case, only a single distance calculation was done, and the complexity is $O(1)$. The expected complexity of the search algorithm is $O(\log_2 N)$ \[11\]. In the worst case, no point can be excluded from the search, and the algorithm will perform like the naive approach – that is $O(N)$.

Two simple modifications to the kD tree algorithm should not be unmentioned.

In performing $k$-nearest neighbor searches, the location algorithm will keep track of not only the nearest neighbor but a given number of nearest neighbors. We avoid to denote this number of neighbors $k$, since this variable is also used to denote the number of dimensions of the search space. Friedman et al. show that this modification does not add to the complexity of the algorithm \[11\].

An approximate nearest neighbor search aims to find good candidates for nearest neighbors while maintaining very low complexity. In kD trees, this might be implemented as a simplification of the location algorithm. It will traverse down the tree and return the point inside the leaf node as the approximate nearest neighbor. Obviously, this gives us the aforementioned $O(1)$.

### 2.3.3 Search performance

The discussion above suggests that the time consumed by nearest neighbor searches is very dependent on the algorithm employed. Furthermore, the implementation is critical. Lastly, in the case of kD trees, search performance will depend on the search space.

The creation of kD trees and Delaunay triangulations takes considerable time, while basically no preprocessing is necessary for a brute force search. Figure 2.7 shows the time consumed for creation of search structures as a function of the number of 3-D search points, $N$. In all cases precompiled Matlab 2010a functions were used on a modern Linux computer.

We demonstrate the influence of the geometrical relation between $q$ and $\mathbb{P}$ by measuring the time needed to perform nearest neighbor searches in two situations. In situation 1 the query point is located inside the same $1 \times 1 \times 1$ bounding box as $N$ uniformly scattered points. In situation 2, the query point is translated by one unit, such that it falls out of the bounding box. The situations are depicted in figure 2.8.
2.3 Nearest neighbor search

Figure 2.7: Time consumed for the creation of appropriate search structures in Matlab 2010a. The search structures were created using the functions ExhaustiveSearcher(), DelaunayTri() and KDTreeSearcher() respectively.

Figure 2.8: The two search situations. Search points are blue, while a single query point is shown in red. The search points are distributed uniformly within a cubic box. In situation 1 the query point is located within the box, while it is located outside in situation 2.
Figure 2.9 shows averaged search times for 1000 queries as a function of $N$. The standard Matlab functions were used. Clearly the brute force search performs worst, while kD trees are by far the fastest search method in situation 1. In situation 2 however, the Delaunay triangulation approach outperforms kD trees. It is seen that the location of the query points has no particular effect on the search performance of the Delaunay triangulation, while the kD tree approach is very sensitive towards it.

![Figure 2.9: Nearest neighbor search times for the two situation depicted in figure 2.8. The times are averaged for 1000 over searches.](image)

It is clearly seen that the creation of Delaunay triangulations and kD trees takes a considerable amount of time. When many neighbor searches are performed, the overall search time can however be reduced dramatically. The choice of search structure for 3-D nearest neighbor searches should depend on how many searches are done with the same query points, and on spatial relation between query and search points.

### 2.4 Principal component analysis

Principal component analysis (PCA) is used to describe variance in higher dimensional data.

Considering a number of scalar values, $S = \{s_1, s_2, s_3, \ldots s_N\}$, $s \in \mathbb{R}$ with mean
The variance is found by
\[
\text{Var}(S) = \frac{1}{N} \sum_{i=1}^{N} (s_i - \bar{s})^2
\] (2.2)

It is understood that the variance is along the data’s first – and only – dimension. For data of higher dimensions, e.g. a set of three dimensional points, \( Q = \{q_1, q_2, q_3, \ldots q_N \} , q \in \mathbb{R}^3 \) with centroid \( \bar{q} \), the \( 3 \times 3 \) covariance matrix is given by
\[
C(Q) = \frac{1}{N} \sum_{i=1}^{N} (q_i - \bar{q})(q_i - \bar{q})^T
\]

though this is true for any dimension, and it is easily seen that this expression simplifies to (2.2) for one-dimensional data.

The covariance matrix holds information not only about how much the data points deviate from the centroid but also in which direction if there is any correlation. Specifically, the eigenvectors of the covariance matrix are called the principal components and the eigenvalues associated to them quantify the variance in their direction. They form an orthogonal basis and are named first, second and third principal component with descending eigenvalues. The first principal component points in the direction of most variability and the second principal component points in the direction of most remaining variability as seen in figure 2.10.

**Figure 2.10:** Principal component analysis of a three dimensional point cloud. The blue line represents the first principal component along which the points have the greatest variability. The second and third principal components are the green and the red lines respectively.

### 2.4.1 Estimation of normals

For point cloud data, surface normals can be estimated for every point using a PCA of neighboring points. In dense point clouds resembling surfaces, neighboring points can be assumed to lie more or less in a plane. The first two principal
components will span this tangent plane, while the third principal component will point in the direction normal to this plane. It can thus be used as a normal vector estimate [17].

The estimate will depend upon the point neighborhood. One strategy is to use a fixed number of neighbors. Another is to use all neighbors that are within a given range of the point in focus. The computational complexity for both methods is high and they scale only linearly to the number of points. However both methods can be realized using kD trees.

For every tangent plane, two opposite pointing normals are defined, and for some applications, normals should be oriented – e.g. the angle between normals in a close neighborhood should not exceed $\pi/2$ rad. Using the PCA method outlined above, normals will usually lie on both sides of the surface of interest. To address the issue on 3-D data a normal flipping scheme has been suggested [17].

For 2.5-D data, the problem is somewhat simpler. In knowing that the underlying surface can be described as $z = f(x, y)$, normals can be flipped to satisfy either of the inequalities $\mathbf{n} \cdot \langle 0, 0, \pm 1 \rangle > 0$.

In triangulated point clouds, for every point, the 1-ring neighborhood consist of all vertices that are corners in the triangles that the investigated point is a corner in, as is seen in figure 2.11. The faces of the triangles are flat, and have normals which can be computed easily. In such point clouds, normals can be determined by averaging the normals of triangles that a given vertex is a corner in. This reduces computational complexity a lot since ordered neighborhood information is available. However the issue of normal orientation remains.

Figure 2.11: View on a triangulated point cloud. The point under investigation is shown in red. The 1-ring neighborhood is the blue points. Determining face normals is a simple matter of geometry. Point normals can then be estimated. In this case a normal for the red point is found as the average of the seven blue vectors.
Data stemming from a single camera in a structured light scanner are 2.5-D data in nature. They can be equipped with oriented normals using PCA at a considerable amount of computation. Most of our data will be preprocessed and triangulated. In these cases, normals will naturally be computed using the triangulation.

## 2.5 Curvature

Curvature is a measure of concavity or convexity. In the analytical sense and for a natural parameterized curve, it is defined as the norm of the second derivative of the parameterization. Graphically this is the change in tangent slope as one moves along the curve at a constant speed. Considering a parameterized circle

\[
c(t) = \begin{bmatrix} R \cos t \\ R \sin t \end{bmatrix}
\]

the arc length is given by \( s = Rt \) with inverse \( t = \frac{s}{R} \), so the natural parameterization is given by

\[
c(s) = \begin{bmatrix} R \cos \frac{s}{R} \\ R \sin \frac{s}{R} \end{bmatrix}
\]

The norm of the second derivative gives the curvature \( \kappa(s) \) of the circle

\[
\kappa(s) = \|c''(s)\| = \left\| \begin{bmatrix} -\frac{1}{R} \cos \frac{s}{R} \\ -\frac{1}{R} \sin \frac{s}{R} \end{bmatrix} \right\| = \frac{1}{R}
\]

It can been seen that curvature is given by the inverse of the radius of the circle. This means, that curvature can be thought of as the inverse radius of an osculating circle that locally approximates the curve, as seen in figure 2.12.

### 2.5.1 Surface curvature

For surfaces, the definition of curvature is not straightforward. Noting that a surface may bend differently in different directions, a single parameter might not cover all there is to it. Using the surfaces tangent plane at a given point, one might intersect the surface with planes perpendicular to the tangent, including that specific point. This gives two dimensional curves that can be analyzed using the method above. This is shown conceptually in figure 2.13. However, an infinite number of such intersections can be made. Choosing the two that yield the highest and the lowest curvature values, one gets the principal curvatures
Figure 2.12: The curvature at the vertex of the shown parabola equals the inverse of the osculating circle shown in blue.

Figure 2.13: A surface is intersected by a plane that is perpendicular to the tangent plane at the red point. The resulting curve has an osculating circle inside the plane.
of a surface. It is worth noting that the two corresponding intersecting planes are mutually perpendicular.

To arrive at a scalar valued function for surface curvature, principal curvatures are averaged to yield mean curvature, or their product is taken, giving Gaussian curvature.

### 2.5.2 Point cloud surface curvature

For point clouds, the curvature of the underlying surface can only be estimated and several methods have been proposed. One strategy is to locally fit an analytical surface to the points and deriving the curvature from the derived coefficients, but this is computationally very complex, and will not be considered here. Other methods are based on discrete schemes that try to approximate curvature as closely as possible. Pauly, Gross and Kobbelt [32] calculate the eigenvalues of the covariance matrix of a point’s neighbors, $\lambda_0, \lambda_1$ and $\lambda_2$ where $\lambda_0 \leq \lambda_1 \leq \lambda_2$. They then define the ratio

$$\sigma_n = \frac{\lambda_0}{\lambda_0 + \lambda_1 + \lambda_2} \quad (2.3)$$

calling it the surface variation based on $n$ neighbors. They demonstrate, that surface variation is a good indication of the the surface mean curvature. Points lying in a plane will have $\sigma_n = 0$ and for isotropically distributed points the curvature is $\sigma_n = 1/3$. The results of Paulys method are seen in figure 2.14 (a).

Gumhold, Wang and MacLeod [15] take a point’s average distance to its neighbors, $\mu$, and the same point’s distance to its neighborhood centroid, $d$, and estimate surface curvature as

$$\kappa = \frac{2d}{\mu^2}$$

The result of applying this curvature measure is shown in figure 2.14 (b).

Miao, Feng and Peng [26] take an geometrically interesting approach. From every point they grow a sphere with radius $r$ on the points normal minimizing the squared distances from neighbors to the sphere. Denoting a point $p_0$ with normal $n$ and its neighbors $p_1, p_2, ..., $ the objective function for squared sphere neighbor distances becomes

$$e(r) = \sum_{i \in 1,2,...} (\text{dist}(p_0 - r\hat{n}, p_i) - r)^2$$

They further enhance this by multiplying every term with a standard Gaussian weighting function. This makes neighbors far from $p_0$ have less weight in the
objective function. Minimization of the objective function is done using non
linear methods, and the surface curvature estimate is the reciprocal of the found
argument \( r \). Figure 2.14 (c) shows this method applied to a point cloud.

Gaussian curvature in the analytical sense is defined as the product of a surfaces
principal curvatures. A popular discretized scheme takes offset in a point clouds
triangulation representation. It uses the sum of the angles of the triangle corners
that meet at a given point, \( \theta_i \), and the sum of the areas of those triangles areas,
\( A_i \) in the formula

\[
G = \frac{2\pi - \sum_i \theta_i}{\frac{1}{3} \sum_i A_i}
\]  

(2.4)

For this method to be applicable, the point cloud in question needs to be tri-
angulated. There are problems with this approach, namely at points that are
on the edges of a triangulation, which do have fewer neighbors in their 1-ring
neighborhood. These points would require special treatment for a useable es-
timate to be made. The Gaussian curvature estimate for a triangulated point
cloud is seen in figure 2.14 (d). It clearly shows the aforementioned issue.

The preceding discussion and the results seen in figure 2.14 lead to the conclu-
sion, that the most usefull curvature estimate for our purposes is Paulys. It
provides consistent results and is easily implemented. In addition, computa-
tional complexity is lower than for the other methods.

## 2.6 Surface Reconstruction

The ability to describe the surface of an object as a triangulated mesh with nor-
mals is of major importance in applications such as computer graphics. Methods
for calculating normals and triangulations and performing surface reconstruc-
tion from point clouds is therefore a well studied problem, and several methods
have been developed over the years. Their focus has been on improvements with
regard to:

- Optimal meshes: Avoid huge and oddly shaped triangles. Triangles should
  be as close to equilateral as possible.

- Outliers: Outlying points have a tendency to create odd triangles, and
  should therefore be removed.

- Holes: Small holes and gaps in the point cloud should be closed.

- Consistent normals: All normals should point in the same direction with
  respect to the surface.
Figure 2.14: A point cloud of app. 20 k points with color coding according to four different methods of curvature estimation. (a): Pauly’s method as given by equation 2.3 based on 200 nearest neighbors. (b): Gumhold curvature estimate \[15\] based on 200 nearest neighbors. (c): Miao et al. surface estimate using a Gaussian weighting function and a neighborhood of 50 points. (d): Gaussian curvature using MRF surface reconstruction of the point cloud.
• Computation times.

The current methods can largely be grouped into direct and implicit algorithms.

Direct methods seek to connect the existing points to form triangles – e.g. the ball pivoting algorithm which lets an imaginary sphere roll over the point cloud and connect points that the sphere can rest on.

Implicit methods create new vertices on the basis of a three dimensional distance field function \(d(x, y, z)\). The space surrounding the point cloud is discretized into voxels, and every voxel is assigned a value that indicates its distance to the desired surface. The isosurface \(d(x, y, z) = 0\) is then extracted. Finally, the surface might be remeshed to yield triangles that better fulfill the aforementioned criteria.

The method used in this report is implicit. It is called Markov Random Field Surface Reconstruction [31] and it is implemented in a free software program called MRFSurface. When the algorithm is applied to a point cloud, outliers are removed and new points are created in order to achieve a more even point density and to fill holes.

An example of the MRF surface reconstruction is shown on figure 2.15 and 2.16 where a part of a mannequin head can be seen before and after the reconstruction.

![Figure 2.15: Point representation of the partial left side of a mannequin head. The left eye can be seen in the top right part of the picture and the nose in the lower left.](image-url)
Figure 2.16: The surface reconstructed mannequin head. Compare to figure 2.15 and notice how outlying points around the eye have been removed, and how the small hole in the nose have been closed.
The optimal registration of point clouds is a substantial problem to which many authors have contributed. The overall goal is to apply a transformation to one of the clouds and bring it as close to the other as possible. We will call the first set of points model points and the other set data points. The convention is to apply the transformation to the data points in order to bring these to the best alignment with the model points. In this work, the model point set will be denoted \( Q = \{q_1, q_2, q_3, ..., q_N\} \) and the data point set \( P = \{p_1, p_2, p_3, ..., p_N\} \). In order to formulate the goodness of fit mathematically, an error metric, or objective function \( E \) is defined. A popular metric is the sum of squared errors – that is the squared distances from points in one cloud to their nearest neighbors in the other after appliance of the transformation \( \tau \)

\[
E = \sum_{i=1}^{N} \| \tau (p_i) - q_i \|^2
\]

Transformations can be rigid or non-rigid, and the proper should be chosen according to the task and reasonable underlying assumptions. For head tracking purposes, the assumption of rigidity might be weak. But for practical reasons and since we’re really interested in movements of the brain it is a reasonable assumption. In 3-D space, such a transformation has six degrees of freedom – three rotations and three translations – and the objective function becomes a function of six variables. Expressing a rotation in terms of the rotation matrix \( \mathbf{R} \) and a translation in the vector \( \mathbf{T} \) the problem may now be written

\[
E = \sum_{i=1}^{N} \| \mathbf{R} p_i + \mathbf{T} - q_i \|^2
\]

In data from structured light surface registrations however, point correspondence is not given. This means, we do not know which point \( q_i \) will be the nearest neighbor to \( p_i \) after transformation. This information can be approximated based on the nearest neighbor before transformation. The iterative closest point algorithm does this exactly. The non linear minimization methods presented later, cleverly choose some transformation and determine how it should be changed to decrease \( E \).
3.1 The ICP algorithm

In order to address the issue of point correspondence, the ICP algorithm iteratively performs the following steps:

1. Matching: for every data point the nearest neighbor in the model point set is found.
2. Minimization: the error metric is minimized.
3. Transformation: data points are transformed using the minimization result.

The algorithm is terminated based on the number of iterations or the relative change in the error metric. In many cases, the algorithm will converge quite rapidly, however several problems may arise:

- Multiple local minima in the error metric: the algorithm may converge towards one of the local minima instead of the global minimum.
- Noise and outliers: these cause the error metric to never be zero. Outliers may cause faulty results, especially at quadratic error weighting.
- Partial overlap: the point clouds may not resemble the same parts of an object. Partial overlap must be required though.

The ICP algorithm was introduced in 1991 by Chen and Medioni [7] and independently by Besl and McKay [4] and it was further developed by various researchers.

3.2 ICP taxonomy

Many researchers have proposed solutions to address the issues of the ICP algorithm. This has led to several different variants of the ICP algorithm. A taxonomy of ICP variants was suggested by [34]. It identifies six distinct stages of the algorithm:

1. Selection
2. Matching
3. Weighting
4. Rejecting
5. Error metrics
6. Minimization of error metric

The following sections will give a brief overview of every one of these and the strategies will be discussed according to the requirements for our implementation.

### 3.2.1 Selection

It may be beneficial to consider only some of the model and data points before applying the ICP algorithm. For instance outliers may be filtered based on some threshold. Or to reduce computational complexity, the amount of points may be reduced by random or uniform subsampling. This will speed up computations – especially the matching step.

The idea behind random sampling is to sample differently in every iteration of the algorithm in order to prevent any bias towards outliers [25].

Flat regions in the point clouds might contain redundant information of which some can be discarded. If the underlying objects color, curvature or tangent normals are available, a strategy is to have these features represented in some predefined distribution.

For the point cloud data under investigation, no color information is available, but curvature and tangent normals can be estimated using techniques presented in previous sections. Thus, the aforementioned strategy might be used to raise sampling density in feature-rich regions such as the nose tip and eye brows. This might not only reduce complexity but also increase convergence.

To achieve a good distribution of surface normals among the sampled points, these should be put into buckets of similar normal direction. In this work, buckets were based on the angles to the basis vectors. For a normal of unit length

\[
\tilde{n} = \begin{bmatrix} n_x \\ n_y \\ n_z \end{bmatrix}
\]
the angles to the $x$, $y$ and $z$-axis are calculated simply as

$$\cos(n_x) \cos(n_y) \cos(n_z)$$

which are simple and fast to calculate. A point cloud that was bucketed in this way is shown in figure 3.1. Subsampling then happens across these buckets, subsequently picking points from each bucket until enough points have been collected.

**Figure 3.1:** Point cloud of a human face. Points of similar normal direction are grouped in color coded buckets. Here the normal-space was divided into 27 regions.

In the case of curvature based sampling, points are simply put into buckets based on their curvature values, and sampling is done across buckets.

### 3.2.2 Matching

Matching accounts for the pairing of points from the data point cloud to the model point cloud. Finding the nearest neighbors is usually the most computational intensive step in the ICP algorithm. The *brute force* method simply calculates distances to all neighbor candidates and picks the closest. This method scales linearly, and is only competitive for few lookups or higher dimensional data.
Techniques might be employed to speed up nearest neighbor searching. These include kD trees and Delaunay triangulations, both of which provide greatly enhanced lookup times at the expense of some preprocessing. In most iterations of the ICP algorithm, data and model point clouds will be quite close to each other. We therefore favor kD trees and use them to speed up the matching step in our implementation.

Alternatively, point matching can be done by finding the line-surface intersection [7] – a technique commonly referred to as normal shooting [34] and ray shooting in the computer graphics scene. Letting $\ell$ define the line originating in data point $p$ with direction of normal $\vec{n}_p$

$$
\ell : \begin{bmatrix} x \\ y \\ z \end{bmatrix} = p + t \cdot \vec{n}_p \quad t \in \mathbb{R}
$$

Every data point $p$ is paired with the intersection of $\ell$ with the surface of the model point cloud. The method requires normals to be estimated in both model and data. Further, the model point cloud needs to be handled like a surface in some way. Generally speaking, normal shooting will requires a good initial alignment in order to converge. It might however be more resistant to noise in the data as shown conceptually in figure 3.2.

An implementation of normal shooting, for parametric 2.5-D surfaces of the kind $f(x, y) = z$, was described by Chen and Medioni [7]. We use surface reconstruction and perform ray shooting using a ray triangle intersection test given by Möller et al. [27]. If for a particular point, the line $\ell$ does not intersect any triangle, the point is not taken into account. This approach scales linearly with the number of points in the model point cloud – it serves only as a method of comparing the choice of matching strategy. Much more efficient algorithms exist [12], in particular for triangulated point clouds, since they form the basis for many tasks in computer graphics. Efficient algorithms for the determination of ray/point-cloud intersections also exist [35].

An even simpler and potentially more effective way of establishing point correspondence is the projection of data point onto to camera plane of the SLS. In calibrating the system, a relation between the 2-D camera plane and the 3-D coordinate space is established. The calibration takes into account lens distortion and the focal length along other parameters. Olesen gives the explanation of this relation in [29]. The idea of reverse calibration [5] is to project the 3-D coordinates onto the camera plane and match points in this discrete representation. This is shown for a 2-D example in figure 3.2. This method can be assumed to give worse matches in many cases, however it can lead to greatly reduced computation times overall [34]. In our experiments, we preprocess data, so that a reverse calibration as described is not possible.
3.2 ICP taxonomy

Figure 3.2: ICP matching strategies in two dimensions. Blue points represent the model point clouds to which red data points are matched. In the reverse calibration case, the points are projected onto the discretized, lower dimensional camera view space.

The point clouds originating from the SLS contain about 20k scattered points. Efficient matching of all these points cannot be done using the brute force method, so one of the discussed speed up methods should be employed.

3.2.3 Weighting

Matched point pair may be weighted differently based on their compatibility in some sense. Practically this means multiplying ever term in the error metric with a specific factor $w$. The factor could be based on distance, color, curvature or tangent normal directions.

Color information is not available, but tangent normals and curvature can be estimated, so these can be implemented for the structured light point clouds.

Normal compatibility weighting for a point pair with normals $\vec{n}_p$ and $\vec{n}_q$ can be done using the weight [34]

$$ w = \vec{n}_p \cdot \vec{n}_q $$

For points with curvature values $c_p$ and $c_q$ in the range $[0; 1]$, we propose a Gaussian weight

$$ w = e^{- (c_p - c_q)^2} $$

To weight the point pair $(p, q)$ according to their distance, Godin suggested [13]

$$ w = 1 - \frac{\text{dist} (p, q)}{\text{dist}_{\text{max}}} $$
in which \( \text{dist}_{\text{max}} \) is the maximum distance of all point pairs.

### 3.2.4 Rejection

Point pairs may be rejected after the matching step. This can be done on a statistical evaluation of the nearest neighbor distances – e.g. the 10% worst point pairs may be rejected.

For point clouds that have only partial overlap, point pairs involving edge vertices might be rejected. This requires at least one of the point clouds to be triangulated. Two points are both edge vertices if the pair only appears in one triangle. If the point pair is present in two triangles, then it can only be concluded that one of them is not an edge vertex. This is illustrated in figure 3.3.

![Figure 3.3: Part of a triangulated surface. Edge vertices are shown in red. The topological characteristic of these points is that the edges between two of them are part of only one triangle.](image)

The point clouds under investigation are expected to have only partial overlap since the imaging region of the structured light scanners is a part of the face that changes as the patient moves. Both statistical and edge vertex rejection can be considered to overcome faulty alignments. A surface triangulation might be computationally expensive, and using a single triangulated model data set for many subsequent registrations can reduce this overhead.

### 3.2.5 Error metrics

The error metric defines the objective function that is minimized in every iteration of the algorithm. Two metrics are commonly used:
Point to point minimization \([4]\) sums the squared distances of data points to model points. It might be expressed

\[
E = \sum_{i=1}^{N} \left\| R p_i + \vec{T} - q_i \right\|^2
\]

In physical terms this metric can be visualized as the total potential energy of springs attached between matched point pairs.

Point to plane minimization sums the distances of data points to the tangent planes in which the matched model points reside. Its' mathematical formulation is

\[
E = \sum_{i=1}^{N} \left[ (R p_i + \vec{T} - q_i) \cdot \vec{n}_i \right]^2
\]

where \(\vec{n}_i\) denotes the estimated tangent normals at the \(i\)th model point. The physical interpretation might be the total potential energy of springs that are free to move on model point tangent planes and fixed to the data points. The point to plane minimization lets flat regions slide along each other which can be advantageous.

Other error metrics can be imagined. For instance the \(L_1\) norm could be used instead of the Euclidean norm above.

### 3.2.6 Minimization

A closed form solution exists for the minimization of the point to point error metric \([2]\) and can be found in appendix C. It is based on the singular value decomposition described in appendix A. A closed form solution also exists for the equivalent quaternion formulation \([9, 18]\).

The point to plane error metric only has a closed form solution after linearization of the rotation matrix \(R\), which is shown in appendix D. The linearization introduces an error, but in late iterations, rotations are expected to be small, and the linearized rotation matrix is close to the real one. The minimization was proposed and derived by \([7]\).

For other metrics in general a closed form solution cannot be expected to exist. In that case non linear methods can be used. Using non linear methods is a delicate balance of acceptable accuracy and computational expense, it gives however the freedom to model the objective function as one likes.
3.3 Non linear methods

The ICP algorithm solves the correspondence problem by iteratively moving points to their current nearest neighbor. There is however another way to approach the problem. The objective function can be modeled to establish point correspondence dynamically, and it can then be minimized using a non linear optimizer.

For any combination of the six degrees of freedom, an evaluation of the objective function requires

- Transformation of the data point cloud
- Finding nearest neighbors
- Evaluation of the error metric

Metaphorically speaking and reduced to two variables, one can imagine the objective function as a hilly landscape. The goal is to find the lowest valley. The strategy is to move downhill as far as possible and to change direction if at some point the ground ascends. This will lead to a local minimum at some point.

The principle of moving downhill corresponds to moving along the negative gradient. In order to reduce the number of steps taken, one may take greater jumps based on the general direction outlined by previous path. The point to point and point to plane error metrics let us not derive an expression of their gradient, and thus it has to be approximated by finite differences. A stopping criterion might be defined as for the ICP algorithm – based on the relative change in the error or on iteration count.

Several non linear minimization algorithms exist, and they differ in robustness and speed. A popular choice is given by the Levenberg-Marquardt algorithm. It has been shown, that the application of this algorithm to the point cloud registration problem is competitive to the ICP algorithm [10] – both in terms of speed and robustness.

The strength of a non linear methods is, that the objective function can be modified in many ways. For instance it can be enhanced with weighting functions. Further the algorithm has been implemented various times in efficient versions.
3.4 An accelerated ICP algorithm

The demand for a fast converging point cloud registration algorithm has led to the combination of the ICP algorithm and concepts of non linear minimization.

Noting that the point to point error metric minimizes the mean square of errors, such that throughout the algorithm the error decreases monotonically [4], Besl and McKay proposed to extrapolate intermediate results during the ICP iteration sequence [4].

The optimization space for a rigid transformation is six dimensional. Using unit quaternions, one avoids the problem of singularities and ambiguities, and the transformation may be represented by a seven dimensional vector with the aforementioned six degrees of freedom:

$$\vec{q} = \begin{bmatrix} q_w \\ q_x \\ q_y \\ q_z \\ T_x \\ T_y \\ T_z \end{bmatrix}$$

The progress of the ICP algorithm is now considered a journey in the transformation space. Letting $\vec{q}_k$ denote the total transformation state vector at the $k$th iteration, one may define the change in every iteration as

$$\Delta_k = \vec{q}_k - \vec{q}_{k-1}$$

$\Delta_k$ basically tells in which direction the algorithm is moving. The angle between the last two directions is

$$\theta_k = \cos\left( \frac{\Delta_k \cdot \Delta_{k-1}}{\|\Delta_k\| \|\Delta_{k-1}\|} \right)$$

The idea behind extrapolation is, that if the algorithm moved in largely the same direction during the last few iterations, as is the case when both $\theta_k$ and $\theta_{k-1}$ are small, it may just as well make greater moves.

If the angles are small, extrapolation might be considered. The overall goal is to minimize the value of the objective function, $E_k$, so a regression over $\Delta_k$ vs $E_k$ should be done. One possible outcome is depicted in figure 3.4.
Figure 3.4: Extrapolation based on the relative change in the transformation state vector. In the situation depicted, the zero crossing of the linear interpolant, $v_1$ would be chosen as the extrapolating factor.

It is seen that the decision on how far to extrapolate should depend on the shape of the progression shown in the figure. Denoting the location of the linear extrapolants’ zero crossing $v_1$ and the location of the parabolic extrapolants’ top point $v_2$, a good strategy is to choose which ever is smaller in magnitude to avoid shooting over the target. Additionally a maximum bound on the extrapolation length, $v_{\text{max}} = 10 \| \Delta_k \|$ provides a sanity check.

Having determined the magnitude of extrapolation, a new transformation state vector, $\vec{q}_k'$, is given by:

$$\vec{q}_k' = \vec{q}_k + v \frac{\Delta_k}{\| \Delta_k \|}$$

Finally the quaternion part of $\vec{q}_k'$ is normalized to yield a rigid transformation.
The evaluation of the surface registration algorithms should be made on data that represents the real scanning situation in the HRRT. However, the method for tracking the position of the face and the processing of the images into a point cloud is not a simple task. These steps introduce many uncertainties and variables to the data that could complicate the analysis and question the validity of the results.

This chapter presents some of these challenges and issues and describes how we address them with certain equipment, setups, techniques or simplifications.

**Experimental considerations** The structured light scanner itself is a challenge since it has numerous settings and configurations. The system is described in section 4.1.

A ground truth should be obtained if possible. This project is based on the assumption that all motions can be considered rigid. The experiments had to be made so that this assumption holds as true as possible. By using a mannequin head that rotates on a motorized axis, the assumption of rigidity holds and a ground truth is known. The mannequin and motor system is described in section 4.2.

Just working with a mannequin head does not reflect the realistic situation. We have to explore the performance of the algorithms on real faces as well. This presents the problem of not being able to know the exact transformations that are performed. A reference system should be used, and this could be the Polaris Vicra system or anatomical landmarking technique, both of which are presented in section 4.3.

**Data processing considerations** The algorithms for point cloud reconstruction can be a source of noise and errors as well. This is addressed in section 4.4.

The experiments that we performed and base our evaluation on can be grouped into two categories:
**Type 1:** A real face or mannequin head captured in several different positions with variations in all six degrees of freedom. The exact transformations are not known, and the Polaris Vicra system was used as a reference.

**Type 2:** A mannequin head, that was attached to a programmable motor with one axis of rotation, was rotated and captured in different positions. Here the exact transformations are known.

All experiments were conducted at the PET and Cyclotron Unit at Rigshospitalet (Copenhagen University Hospital).

### 4.1 Structured light scanner:

The most important piece of equipment was obviously the system that was used to obtain the point clouds, the structured light scanner (SLS). The system was a work in progress and could be composed with different hardware parts in several different ways. The system configuration that we base our evaluation on is shown in figure 4.1.

![Figure 4.1: The structured light scanner mounted on the HRRT](image)

- The projector in the center is a DLP Pico Projector Development Kit version 2 from *Texas Instruments.*
The two cameras are Chameleon\textsuperscript{TM} CMLN-13S2C 2.0 USB digital cameras from Point Grey. The cameras were mounted with 6 mm lenses with aperture 1.4 from Pentax.

For each registered point cloud a total of five light patterns were projected and captured by the cameras. The patterns and the sequence are seen in figure 4.2.

![Pattern 1, Pattern 2, Pattern 3, Pattern 4, Pattern 0](image)

**Figure 4.2:** The sequence of the light patterns. Pattern 1 to 3 are shifted versions of the same grid. Pattern 4 is just bright white light, and pattern 0 is three vertical lines that are used to define the center for point cloud reconstruction.

There were several challenges regarding the use of the SLS, since it was not a finalized system. Instead of being based on visual light, the system could be configured with near infra red (IR) light, or the camera lenses could be changed etc. All these alterations could have an impact on the quality, size and shape of the data and therefore an impact on the registration error. This however would introduce a lot of extra variables to the evaluations. For the sake of simplicity we therefore limit our evaluation to be based only on the one specific SLS configuration. Another challenge is the real capturing situation. The patient tunnel of the HRRT is very narrow and in a real scanning the patient is placed far into the tunnel. The cameras tend to get a really good line of sight to the nostrils, which is highly unfavorable since the forehead is an area of interest as described in section 1.3.
4.2 The mannequin head and the motor

The setup with a mannequin head on motor is shown in figure 4.3.

The mannequin head was made of a plastic material. It was completely symmetric, and the surface was much smoother than real skin, which provides point clouds with less noise. The point clouds contains less noise.

The head was attached to a motor from Thorlabs. The motor had one axis of rotation, and could be programmed to rotate stepwise or continually from 0 to 360 degrees. The velocity and acceleration of the rotation and dwell time at each step could also be controlled.

The setup is useful because the transformation is rigid, and because it gives accurate and precise control over the motion. It is however limited a single axis. The resulting point clouds are relatively noise-free, and all these good conditions makes it possible to use this setup in more challenging situations, such as recordings of the mannequin head inside the scanner.
4.3 Reference system

A reference system is another system that can be used to evaluate the estimated transformations. This could be the Polaris Vicra system or the anatomical landmarking technique.

Anatomical Landmarking

With the use of a software tool, the same anatomical landmarks are manually placed on every frame. This should be immobile points on the face, such as the nasion. The landmarks serves as points with a known correspondence. When a transformation has been found, the same transform is applied to the landmarks on the data point set. The distance between the model and data landmarks serves as a measure of the error of the transformation.

The advantages with this technique is that it does not require any further experimental preparation. The disadvantages is that the landmarks should be placed at immobile locations. There are not many of those on the human face and there is a risk that these points cannot even be seen on the frame. This technique also requires training to able to achieve high precision and accuracy.

Polaris Vicra

The Polaris Vicra system from NDI is an infrared based system to track and measure 3-D positions of retroreflective markers. The system consists of a position sensor and a tracking tool, both of which are shown in figure 4.4. The tool is an object with four spherical markers attached in a unique 3-D relation.

The position sensor can keep track of the tool within a pyramidal measurement volume, by emitting IR-light and receiving the reflected light from the markers. The approximate extend of the measurement volume is shown in figure 4.5. Based on this information the system calculates the position and rotational state of the tool and saves it in a quaternion representation.

The system has a specified accuracy of 0.35 mmRMS [39]. However the HRRT is a very narrow scanner. From the experiments we know that the measurement volume is just large enough to engulf the patients tunnel of the HRRT when the sensor is placed right behind the scanner. Establishing line of sight from all markers on the tool to the position sensor can be cumbersome. It is also
The Polaris Vicra System will report the transformations of tools in the global coordinate system. However, if you are using a reference tool software, you can calculate and report transformations in the local coordinate system for the reference tool. For more information on reference tools, see “Reference Tool” on page 

The field of view is the total volume in which the Polaris Vicra System can detect all markers regardless of accuracy. The characterized measurement volume is a subset of the field of view. It is the volume where data was collected and used to characterize the Polaris Vicra System's position sensor. The dimensions of the characterized measurement volume are illustrated in Figure 4.

Withing the characterized measurement volume, the Polaris Vicra System can measure a single marker with an accuracy of 0.04 mm RMS. The accuracy of measurements reported outside the Polaris Vicra characterized measurement volume is unknown. The Polaris Vicra System is specifically designed not to report these measurements; however, you can request such information by applying additional API commands to your application software. You can enable this additional functionality at your own discretion. The Position Sensor's performance is determined using the calibration methodology described in Appendix A on page 96.

Figure 4.4: (a): The Polaris Vicra position sensor. The negative basis vectors of the sensors coordinate system are shown. Source: Polaris Vicra User Guide [19]. (b): A rigid body tool with four retroreflective markers.

Figure 4.5: The measurement volume of the Polaris Vicra system is shown in green. Within this volume the position and rotational state of the tool can be determined. Source: Polaris Vicra User Guide [19].
important that the tool is fixed well to the patient. The in order to compare results of the Polaris Vicra system with registration results, we employed the method described in appendix B.

### 4.4 Data preprocessing

All images were taken through several processing steps. These steps are shown in figure 4.6. The computational time and complexity of the preprocessing is ignored when evaluating the ICP algorithms.

**Point cloud reconstruction:**

Each structured light frame was converted into point clouds based on the fast two-dimensional phase-unwrapping algorithm developed by [16]. The reconstruction can however encounter severe problems, where areas of the face are placed in an obviously wrong position. These faults can be solved manually by forcing the area to the correct position or by excluding the area.

Our evaluation is based on the assumption that no point clouds contain any of these major errors.

**Combining point clouds:**

The structured light system has two cameras. Combining the point clouds from both cameras gives a few advantages. First of all the amount of available frames is greatly reduced, and then the evaluation does not need to distinguish between cameras. Secondly, the alignments are more likely to succeed, since there will be more overlapping area.

The combining is not just adding all the points together. That would not work – since overlapping areas of the point clouds would have much higher point density than non-overlapping areas. As a consequence the surface reconstruction would misjudge the correct point density and give erroneous results. Instead the combining is done by using an ICP with a modification. First an alignment with edge rejection is performed. All points from the data set that have neighbors in the model set closer than a given threshold are removed. The transformation of the point cloud is not recorded. This will obviously result in an uncertainty in
Figure 4.6: The steps in preprocessing of data. a) and b): The illuminated image from each camera. c) and d): Each set of images are reconstructed into a point cloud. e): The two combined point clouds. f): The surface reconstruction.
the evaluation results. But if the point cloud reconstruction is done properly, which we assume it is, then the two clouds will have a good overlap to begin with. Than it is safe to assume that this initial registration does not move the data point cloud much, and the model point cloud remains stationary. The advantage is a reduction of noise and better surface reconstructions.

Surface reconstruction:

Surfaces were reconstructed for all point clouds using the MRF surface reconstruction software package version 1.0 [31]. The software provides a triangulation, normals and gives a point cloud with more uniform point density.

After this step then we have decent, relatively noise-free surface reconstructed point clouds to work with.
5 Experiment I - Convergence

One point cloud was used to compare convergence behavior of the ICP variants isolated from other factors. The points were transformed using a known transformation, and Gaussian noise was added independently to both point clouds. This is the same approach as used by Rusinkiewicz and Levoy [34] adopted specifically to a point cloud of the face. Comparisons are based on the root mean square of distances between the actual point pairs. The test scene is seen in figure 5.1.

![Point cloud of the face with added Gaussian noise (red). The transformed point cloud with independent Gaussian noise (blue).](image)

**Figure 5.1:** Point cloud of the face with added Gaussian noise (red). The transformed point cloud with independent Gaussian noise (blue).

Table 5.1 shows the ICP features that were assessed in every taxonomy class. The classes were investigated independently while all other features were set to their defaults.

5.1 Selection

The results of different selection methods are shown in figure 5.2. In all cases, a fraction of 1/50 of all points were used.

In normal-space sampling, the points were put into a total of theoretically 27 buckets.
### 5.1 Selection

<table>
<thead>
<tr>
<th>Taxonomy class</th>
<th>Feature</th>
</tr>
</thead>
</table>
| Selection      | { All points }  
|                | Uniform sampling (1/50th of all points)  
|                | Random sampling (1/50th of all points)  
|                | Normal-space sampling (1/50th of all points)  
|                | Curvature-space sampling (1/50th of all points)  |
| Matching       | { Nearest neighbor }  
|                | Normal shooting |
| Weighting      | { None }  
|                | Curvature compatibility  
|                | Normal compatibility  
|                | Linearly with distance |
| Rejection      | { None }  
|                | Worst pairs percentage  
|                | Edge vertices |
| Error metrics  | { Point to point }  
|                | Point to plane  
|                | Point to point with extrapolation  
|                | Levenberg-Marquardt |
| Minimization   | { SVD } |

**Table 5.1:** ICP variants under investigation. Default values are enclosed in curly brackets.
Curvature-space sampling was done using Pauly’s curvature estimate based on 100 nearest neighbors. Points were then sampled from 10 buckets of equal range.

![Convergence curve](image)

**Figure 5.2:** Convergence behavior using different sampling methods. In all cases, 1/50 of the available points were used.

### 5.2 Matching

Two point matching strategies were investigated, nearest neighbors and the ray shooting as described in section 3.2.2. The results are shown in figure 5.3.

### 5.3 Weighting

Point pairs were weighted using the normal compatibility, curvature compatibility and linear distance weight functions described in section 3.2.3. Curvatures were estimated using Paulys method with 100 nearest neighbors. The results are shown in figure 5.4.
5.3 Weighting

Figure 5.3: Convergence for the matching strategies nearest neighbors and normal shooting.

Figure 5.4: Convergence for different weighting schemes.
5.4 Rejection

The edge rejection and 10% worst pair rejection schemes were compared to the baseline in figure 5.5.

![Convergence curve](image)

**Figure 5.5:** Convergence behaviour using different rejection methods.
5.5 Error metric

The error metrics in consideration were point to point and point to plane. Additionally point to point minimization with extrapolation was performed. These were compared to the Levenberg-Marquardt algorithm for a point to point error metric. The results are shown in figure 5.6.

![Convergence curve](image)

**Figure 5.6:** Convergence behaviour using different error metrics and compared to Levenberg-Marquardt minimization. The extrapolated iteration steps are seen as jumps in the green convergence curve.

5.6 Discussion

Clearly, the choice of selection strategy has a massive impact on convergence. Specifically normal-space and curvature-space sampling give pleasing results with relatively simple implementation. They represent simple methods of feature extraction – the parts of the point clouds that represent anchoring points, like the canthus, will be represented well. The downside of both forms of sampling is the added preprocessing time for estimation of surface normals or curvature. Uniform selection performs well, and definitely better than random selection. This might be explained by the regularity in the surface – uniform
selection keeps a regular point distance, while this is not guaranteed with random sampling. We notice that using all points yields the worst results but is expected to be the most robust choice.

It is seen that nearest neighbors matching generally performs better than normal shooting. One should keep in mind though that normal shooting can give better results in the presence of outliers, however it requires the initial alignment to be good, and also it requires good surface normals. The initial alignment in the test scene is worse than can be expected in a real time ICP application, and this might explain these results.

The proposed weighting strategies have little effect on the convergence. This is in accordance with the observations of Rusinkiewicz and Levoy [34]. Weighting can therefore not be recommended for our purposes, it only adds to the complexity of the algorithm.

In rejection strategies, it should be noted that these methods are expected to have their greatest impact on point clouds with partial overlap. The added robustness comes at the price of decreased convergence. We will not dismiss rejection strategies and consider them in the next experiments.

Matching strategies are seen to have a big influence on convergence. The Chen-Medioni approach of using point to plane minimization gives considerably better results than the Besl-McKay framework with point to point minimization. The Levenberg-Marquardt algorithm has monotonic and smooth convergence that is a little better than point to plane. A most interesting find is, that point to point minimization with extrapolation in the end is better than all other minimization strategies. Since the implementation effort is low, it is highly recommended.
6 Experiment II - Accuracy

It is difficult to assess the accuracy of point cloud registration without referring to a ground truth. Comparing to the Polaris Vicra system is possible, but it introduces its own measurement uncertainty. We settle for the next best by comparing the results obtained by the algorithms with a manual alignment that gives the best visually perceived results. Our objective is to find an alignment that is invariant towards deformations of the face between scans and robust against noise.

We will give results obtained from the Polaris Vicra system only as a reference.

6.1 Procedure

The subject laid on the examination table of the HRRT with his head positioned on a neck rest outside the scanner gantry. The Polaris sensor was placed behind the scanner, so that line of sight was established at all times through the scanner gantry. The tracking tool was attached near the hairline of the subject using a Velcro band-aid [28] – see figure 6.2. This setup allowed for a good SLS camera angle while keeping a near realistic recording scenario.

Initial position: The subject was facing upwards. This forms the initial frame to which all subsequent frames were registered.

Patient movements: The subject then repositioned his head into six different positions.

At each position a frame was captured with the SLS, giving a total of seven frames. The Polaris system was triggered manually at every step, and the positions corresponding to each frame were later extracted from the recordings. The angle of rotation between the initial position and the subsequent six positions shall be denoted \( \theta_1, \theta_2, ... \theta_6 \). The SLS field of view covered only a part of the subjects face. The regions of overlap between frames were around 80% of the field of view.
Surface reconstructions were made from the point clouds, smoothening them and removing outliers.

6.2 Results

The visually guided alignments are seen in figure 6.1. Table 6.1 shows the angles of rotation as found through the manual alignment and using the SLS and point cloud registration. The settings used are given in the row titles of the table.

6.3 Discussion

It is clearly seen, that the standard ICP variants, point to point and point to plane, yield results that far from the manual alignment. This does not surprise, since the point clouds in question have only partial overlap. The algorithm will simply make them overlap as much as possible resulting in a bad alignment.

Applying the normal shooting matching method as the only difference gives equally bad results. In two cases, $\theta_2$ and $\theta$, the algorithm fails completely. In these cases, the initial alignment was six to nine degrees off, which apparently is more than needed by the normal shooting method.

Rejecting the ten percent worst point pairs has a positive effect on alignment results. Generally this allows the algorithm to align to 90% partial overlap without penalty.

In the edge rejection cases, results are close to the manual alignment. While point to plane ICP and the Levenberg-Marquardt converge to the same minimum in most cases, the point to point ICP does not reach quite that point. Since this variant generally converges slower than the other, twenty iterations might simply not be enough for it.

The Polaris Tool Tracker measured angles that are far from the manual aligned, and they are not considered valid. The reason for their large offset might be the lack of a stable bond to the head during recordings. The aforementioned fixation to the forehead of the test subject (figure 6.2) proves unreliable.
Figure 6.1: The visually best alignments of six point clouds (red) to the reference frame (blue). Regions of blended colors indicate good alignment. The point clouds were preprocessed by MRF surface reconstruction, which allows for a shaded surface rendering.
<table>
<thead>
<tr>
<th></th>
<th>$\theta_1$</th>
<th>$\theta_2$</th>
<th>$\theta_3$</th>
<th>$\theta_4$</th>
<th>$\theta_5$</th>
<th>$\theta_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manual alignment</td>
<td>0.90</td>
<td>7.07</td>
<td>8.52</td>
<td>7.13</td>
<td>5.37</td>
<td>2.20</td>
</tr>
<tr>
<td>Point to point ICP</td>
<td>0.90</td>
<td>5.63</td>
<td>18.53</td>
<td>10.45</td>
<td>6.20</td>
<td>1.30</td>
</tr>
<tr>
<td>Point to plane ICP</td>
<td>1.36</td>
<td>6.55</td>
<td>9.51</td>
<td>8.33</td>
<td>5.66</td>
<td>1.57</td>
</tr>
<tr>
<td>Point to plane ICP with normal shooting</td>
<td>1.30</td>
<td>180.00</td>
<td>140.02</td>
<td>9.00</td>
<td>4.77</td>
<td>2.06</td>
</tr>
<tr>
<td>Point to plane ICP with 10 % rejection</td>
<td>0.49</td>
<td>6.65</td>
<td>11.41</td>
<td>9.01</td>
<td>5.04</td>
<td>1.88</td>
</tr>
<tr>
<td>Point to point ICP with Edge Rejection</td>
<td>0.98</td>
<td>6.25</td>
<td>13.46</td>
<td>6.79</td>
<td>3.74</td>
<td>1.79</td>
</tr>
<tr>
<td>Point to plane ICP with Edge Rejection</td>
<td>1.02</td>
<td>6.48</td>
<td>9.41</td>
<td>7.60</td>
<td>5.12</td>
<td>1.85</td>
</tr>
<tr>
<td>Levenberg Marquardt with Edge Rejection</td>
<td>0.52</td>
<td>6.45</td>
<td>9.40</td>
<td>7.54</td>
<td>5.02</td>
<td>1.87</td>
</tr>
<tr>
<td>Polaris Tool Tracker</td>
<td>6.96</td>
<td>11.43</td>
<td>9.67</td>
<td>4.53</td>
<td>2.53</td>
<td>2.88</td>
</tr>
</tbody>
</table>

**Table 6.1:** The resulting angles from six ICP alignments compared to the manual alignment and the angles measured using Polaris Vicra.
Figure 6.2: The head of the human subject for experiment II with the Polaris rigid body tool attached using a Velcro band-aid – see Olesen 2009 [28].
7 Experiment III - Robustness

Robustness is a measure of how well the algorithms can withstand noisy data. It also assesses how little true overlapping area the algorithms need in order to find a correct alignment of the point clouds.

One way to depict robustness is by finding the basin of convergence (BOC). In this context the BOC is the alignment error as a function of how much the clouds have been moved away from each other. However we simplify it to be the alignment error as function of a rotation angle – since this is an experimental possibility. In order to make a BOC it is required to know a ground truth and to have the ability to accurately control transformations. This is very complicated to achieve experimentally in all six degrees of freedom. The simplified version is however possible with our experiment with the mannequin attached to a motor.

7.1 Procedure

The mannequin head with the motor was placed on the examination table, with the head inside the patients tunnel. The position where the mannequin was facing straight upwards was defined as a zero degree rotation. The motor was programmed to rotate to $-20$ degrees relative to zero. From here it was rotated stepwise to $+20$ degrees, with a step size of 2 degrees. At each step a registration was made – which sums up to a total of 21 recordings.

This procedure was repeated a couple of times (runs). One run was made where the mannequin was lying with the head outside the scanner for a more optimal recording condition.

The ICP alignments are made with a single reference frame to which all frames of the run are aligned to. A center frame (zero degree rotation) from another run is designated as reference, so that the center frame is not aligned to itself. Except for the run where the mannequin was outside the scanner, here all the frames are aligned to the zero degree frame of that run. The RMS error for all variants without edge rejection are modified so that the RMS error is actually only calculated for overlapping areas. This is to avoid a bias towards methods using edge rejection.
7.2 Results

The reference frame is shown in figure 7.1. It is seen that image is not symmetric around the nose.

![Figure 7.1](image_url)

Figure 7.1: The two reference frame used. Left: The reference frame used in figure 7.2. Right: The reference frame for the results in figure 7.3

BOC shown in figure 7.2:

**Point to plane:** Both methods are equally good when angles are no more than ±10 degrees, but edge rejection gives a slight performance boost beyond that. The upper basin boundary is +16 degrees for both. The lower boundary is not sharply defined as the upper bound. Without edge rejection the alignment error steadily worsens. With edge rejection the RMS varies. Inspecting the deviations from ground truth angles is seen in table 7.1.

<table>
<thead>
<tr>
<th>Ground thruth (degrees)</th>
<th>-20</th>
<th>-18</th>
<th>-16</th>
<th>-14</th>
</tr>
</thead>
<tbody>
<tr>
<td>With ER (degrees)</td>
<td>1.3</td>
<td>0.9</td>
<td>1.4</td>
<td>1.1</td>
</tr>
<tr>
<td>Without ER (degrees)</td>
<td>8.7</td>
<td>5.9</td>
<td>2.2</td>
<td>1.2</td>
</tr>
</tbody>
</table>

Table 7.1: Deviations from ground thruth

**Point to point:** The variant with edge rejection manages to match both point to plane methods until -12 and +14 degrees.

The variant without edge rejection is not even shaped as a basin. The RMS error steadily worsens for increasing angles.

**Levenberg Marquardt:** Has a clearly defined basin of convergence from -14
to +16 degrees. Within this range is performs equally to point to plane with edge rejection.

![Basin of convergence for 50 iterations](image)

**Figure 7.2:** Basin of convergence for different algorithm variants. The mannequin head was located inside the HRRT gantry.

BOC shown in figure 7.3:

**Point to plane:** The variant without edge rejection steadily worsens until it reaches the boundaries at ±14 degrees. The basin boundaries are almost the same for variant with edge rejection. This variant however has a low and constant RMS error until it reaches the boundaries.

**Point to point:** The variant with edge rejection performs almost like the point to plane with edge rejection. The other point to point variant now uses worst rejection. It perform much better than it did in figure 7.2. The edge rejection is however even more robust.

**Levenberg-Marquardt:** Is almost identical to the variant point to plane with edge rejection.
edge rejection.

![Basin of convergence for 50 iterations](image)

**Figure 7.3:** Basin of convergence for different algorithm variants. The mannequin head was located outside the HRRT gantry. The 0 degree alignment was done with the reference itself, thus giving 0 mmRMS in all cases.

**Discussion**

Ideally a basin of convergence should be symmetric. If this is not the case then there is some kind of bias. The second BOC (figure 7.3) is as symmetric as we could expect, but the first (figure 7.2) clearly favors negative angles. The reason is the reference frame. The mannequin must have been facing a bit to one side in the zero degree position. As a consequence of this bias it is possible for the point to plane variant with edge rejection to find pretty accurate results even at the biggest angles, as shown in table 7.1. However it achieves lower RMS error.
and higher angle accuracy at $-20$ and $-18$ degrees than at $-16$ degrees. This could indicate that it is more about luck than actual algorithm robustness.

We expected that rejection techniques would have a major influence, since we work with point clouds with partial overlaps. Worst rejection improves the robustness as we expected, but the edge rejection is just better. It can be seen that the point to point variant is close to useless without a rejection technique. However the point to plane variant did well without at smaller angles. But it is also clear that point to plane benefits from having edge rejection.

The non-linear Levenberg-Marquardt algorithm is seen to be as robust as the ICP.
8 Experiment IV - Speed

As in most algorithmic problems, computation speed is a point to consider. Performing point cloud registration for motion correction in a clinical work flow should be fast – preferably real time. It was pointed out, that the computational expensive part of the ICP algorithm is the matching step. This in turn is dependent on

1. the number of points after sampling
2. the choice of data structure and algorithm
3. the implementation

This experiment compares differences in point number 2.

8.1 Procedure

We use a single test scene of the mannequin head which is shown in figure 8.1.

![Image](image.png)

**Figure 8.1**: Test scene used for experiment IV before and after manual transformation. The blending of colors indicate a good match. The streaky pattern is due to errors in the SLS.

In our approach to quantify the performance of algorithms, we compare among the matching strategies. The point clouds contain approximately 15 k points,
and no sampling is done. Our implementations use the precompiled Matlab functions for kD trees, Delaunay Triangulations and brute force search.

All variants include edge rejection.

Registrations are done with 50 iterations, and computational times are measured using Matlab’s stopwatch functions. All measurements were done on a modern Linux computer using Matlab 2010a.

The RMS error is based on the distances from data points in a given iteration to the same points in the manual alignment in figure 8.1. Loosely speaking, this RMS error measure tells how far we are from where we want to be.

8.2 Results

Figure 8.2 shows the iteration count as a function of time since the algorithm was started.

![Figure 8.2: The iteration count as a function of time. Slight offsets indicate precomputation times for data structure creation.](image)

It is seen that all variant perform near linear. kD tree variants are the fastest.
There is no significant difference with extrapolation. Iterations take on average 0.15 seconds.

The Levenberg-Marquardt algorithm is used with kD tree accelerated neighbor searching, and it is much slower in this scenario with approximately 1.1 second per iteration. The computation time per iteration is seen to vary for this algorithm.

Delaunay triangulation and brute force matching strategies are slowest with 2 seconds/iteration and 6 seconds/iteration respectively.

In figure 8.3 the RMS error of the known point correspondence is shown against computation times. The curves integrate the iteration time measures with convergence curves.

It is seen that all variants converge monotonically with respect to our RMS error definition. The kD tree matching variants with and without extrapolation follow along until iteration four, where an extrapolation occurs. The extrapolating algorithm converges completely in about three seconds.

The Levenberg-Marquardt optimizer converges very quickly in the first iterations, but slows down significantly at RMS under 1 mm.
Delaunay and brute force matching strategies find exactly the same neighbors as the kD tree matching method – only slower. Their time convergence curves are thus what is to be expected from the time iteration curves in figure 8.2.

8.3 Discussion

Not surprisingly, the most simple ICP variants using kD trees perform best in terms of time per iteration. The computational overhead caused by extrapolation is neglectable. It does on the other hand give significantly quicker convergence overall.

Interestingly, the Levenberg-Marquardt algorithm finishes as a close candidate. It does however suffer speed wise in later iterations.

Delaunay and brute force matching are not competitive and can be regarded unsuitable for this kind of registration problem.

Implementation details taken aside, it can be concluded that for point cloud registrations of the face with quite good initial alignment, heuristic approaches to the correspondence problem are inevitable. Our theoretical discussions in section 2.3 indicate, that this conclusion holds also when subsampling is done. We stress the benefit of Besl-McKay extrapolation, and recommend it for eventual commercial implementations.

With our implementation, we have shown that computational time of the ICP can be as low as three seconds for a unsampled point cloud.

If real time performance is the objective, an even more efficient algorithm would be necessary. We suggest the following for further investigations:

- Subsampling. We showed that convergence is better with the right sampling strategy. The added benefit is reduced computation time.
- Optimization of the matching step. A simple modification would be in early iterations to do approximate nearest neighbor searches, as described in section 2.3.
- Reverse calibration as described in section 3.2.2.
- Multi resolution ICP – going from coarse to fine registrations as described by Jost and Hügli [21].
• A compiled implementation in a lower level programming language. Preferably with parallel processing. The ICP algorithm is also suitable for a GPU implementation [22].
The goal of this thesis was to evaluate the applicability and efficiency of surface registration algorithms for use in a structured light motion tracking system. The input data were partial point clouds of the face.

Our evaluation was based on the assumption that all motions were rigid and that the structured light system provided consistent point clouds without major defects. We focused on the performance regarding convergence, accuracy, robustness and speed, which were analyzed separately.

One of the biggest concerns with data of this kind is partial overlap. It was seen quite clearly, that ignoring this leads to inaccurate results even at small changes in posture. The most sophisticated solution to this is edge rejection, and it effectively solves the problem. Rejecting the worst percentage of point pairs can effectively do the same and is possible even when a surface reconstruction is not available.

The major hurdle regarding the speed of the algorithms was neighbor searching in the point clouds. We have shown that space-partitioning is highly favorable over other methods. Methods that can improve the rate of convergence will also reduce computational times as a consequence. We have shown that proper sampling in normal- or curvature-space and the use of extrapolation do just this very effectively. Our discussion of the speed results lead to the conclusion that real time performance is a realistic perspective.

The Levenberg-Marquardt optimizer is suggested as an alternative if one needs full control over the objective function. It also has the advantage of being efficiently implemented in many software packages. Since these are not the real issues for a real time implementation, we do favor the ICP algorithm for its higher speed.


\section*{A Singular Value Decomposition}

The derivations of the point to point minimization given in appendix C requires knowledge of a popular matrix matrix factorization called singular value decomposition (SVD). The SVD is commonly met in linear minimization problems.

Whilst related to the \textit{eigendecomposition}, SVD exist for every two-dimensional matrix, including complex ones. Because all matrices encountered in this report are real it is assumed that in the following, \( \mathbf{M} \) denotes a real, \( m \times n \) matrix. For such a matrix the SVD is given by

\[ \mathbf{M} = \mathbf{U} \Sigma \mathbf{V}^T \]

where \( \mathbf{U} \) and \( \mathbf{V} \) are orthogonal matrices of size \( m \times m \) and \( n \times n \) respectively. Recall that orthogonality means \( \mathbf{U}^T = \mathbf{U}^{-1} \) and \( \mathbf{V}^T = \mathbf{V}^{-1} \). \( \Sigma \) is a diagonal \( m \times n \) matrix containing the singular values of \( \mathbf{M} \).

Consider the matrix product \( \mathbf{M}^T \mathbf{M} \). Using the above, this may be written

\[ \mathbf{M}^T \mathbf{M} = \mathbf{V} \Sigma^T \mathbf{U}^T \mathbf{U} \Sigma \mathbf{V}^T = \mathbf{V} \Sigma^T \Sigma \mathbf{V}^T \quad \text{(A.1)} \]

Clearly, this is an eigendecomposition in which the columns of \( \mathbf{V} \) hold the eigenvectors of \( \mathbf{M}^T \mathbf{M} \). The product \( \Sigma^T \Sigma \) contains the eigenvalues, which are the squared singular values of \( \mathbf{M} \). Equivalently the columns of \( \mathbf{U} \) are eigenvectors for the product \( \mathbf{M} \mathbf{M}^T \). The existence of an SVD for every rectangular matrix is implied by equation A.1. On the other hand, a given SVD is not unique because the order of singular values in the diagonal of \( \Sigma \) may change. A common convention is to let the absolute value of singular values descend over the diagonal.

The columns of \( \mathbf{V} \) and \( \mathbf{U} \) are called the left and right \textit{singular vectors} of \( \mathbf{M} \).


A registration in Polaris consist of a unit quaternion and a translation vec-
tor that describe the rigid transformation of the measurement tool from some
fixed position in space. In order to find the relative rotation $q_r$ between two
quaternions, $q_1$ and $q_2 = q_r q_1$, one takes

$$q_r = q_2 q_1^{-1} = q_2 q_1^*$$

utilizing the fact that the inverse of a unit quaternion is just its conjugate. The
quaternion representation can then be converted to the axis angle representation
as described in appendix E.

The SLS operates on its own coordinates, and the result of a point cloud regis-
tration is the relative transformation between two frames expressed in a rotation
matrix that can be converted to the axis angle representation using techniques
described in appendix E.

Now rotation angles can be compared directly, since their magnitude is inde-
pendent of the coordinate system in question.
C Point to point minimization

The following describes least squares minimization of the alignment error using point to point minimization.

Let $p_i$ and $q_i$ denote the $N$ matched point pairs. The normals corresponding to the model points are denoted $\vec{n}_i$. The centroids are defined as

$$\bar{p} = \frac{1}{m} \sum p \quad \bar{q} = \frac{1}{n} \sum q$$

where $m$ and $n$ are the number of model points and data points respectively.

The points deviations from the centroid are given by

$$p'_i = p_i - \bar{p} \quad q'_i = q_i - \bar{q}$$

The task is to find the rotation matrix $R$ and translation vector $\vec{T}$ so to minimize the error

$$E = \sum_{i=1}^{N} \| R p_i + \vec{T} - q_i \|^2$$

Using the above definitions, this can be rewritten

$$= \sum_{i=1}^{N} \| R (p'_i + \bar{p}) + \vec{T} - (q'_i + \bar{q}) \|^2 = \sum_{i=1}^{N} \| R p'_i - q'_i + (R \bar{p} - \bar{q} + \vec{T}) \|^2$$

In order to minimize the error metric, the translation vector $\vec{T}$ should be chosen to move the rotated data centroid to the model centroid

$$\vec{T} = \bar{q} - R \bar{p}$$

which simplifies the error expression
\[
E = \sum_{i=1}^{N} \| \mathbf{R} \mathbf{p}'_i - \mathbf{q}'_i \|^2 = \mathbf{R} \mathbf{R}^T \sum_{i=1}^{N} \| \mathbf{p}'_i \|^2 - 2 \text{tr} \left( \mathbf{R} \sum_{i=1}^{N} \mathbf{p}'_i \mathbf{q}'_i^T \right) + \sum_{i=1}^{N} \| \mathbf{q}'_i \|^2
\]

\[
= \sum_{i=1}^{N} \| \mathbf{p}'_i \|^2 - 2 \text{tr} \left( \mathbf{R} \sum_{i=1}^{N} \mathbf{p}'_i \mathbf{q}'_i^T \right) + \sum_{i=1}^{N} \| \mathbf{q}'_i \|^2
\]

Now let \( \mathbf{N} = \sum_{i=1}^{N} \mathbf{p}'_i \mathbf{q}'_i^T \). To minimize the error \( E \) the trace \( \text{tr} (\mathbf{RN}) \) has to be maximized.

Let the columns of \( \mathbf{N} \) and the rows of \( \mathbf{R} \) be denoted \( c_i \) and \( r_i \) respectively where \( i \in \{1, 2, 3\} \). The trace of \( \mathbf{RN} \) can be expanded

\[
\text{tr} (\mathbf{RN}) = \sum_{i=1}^{3} r_i \cdot c_i \leq \sum_{i=1}^{3} \| r_i \| \| c_i \|
\]

where the inequality is just a reformulation of the Cauchy-Schwarz inequality. Since the rotation matrix \( \mathbf{R} \) is orthogonal by definition, its row vectors all have unit length. This implies

\[
\text{tr} (\mathbf{RN}) \leq \sum_{i=1}^{3} \sqrt{c_i^T c_i} = \text{tr} \left( \sqrt{\mathbf{N}^T \mathbf{N}} \right) \quad \text{(C.1)}
\]

where the square root is taken in the operator sense.

Consider the singular value decomposition of \( \mathbf{N} \)

\[
\mathbf{N} = \mathbf{U} \Sigma \mathbf{V}^T
\]

by choosing the the rotation vector as

\[
\mathbf{R} = \mathbf{V} \mathbf{U}^T
\]

the trace of \( \mathbf{RN} \) becomes

\[
\text{tr} (\mathbf{V} \mathbf{U}^T \mathbf{U} \Sigma \mathbf{V}^T) = \text{tr} (\mathbf{V} \Sigma \mathbf{V}^{-1}) = \text{tr} \left( \sqrt{\Sigma} \Sigma^{-1} \right) = \text{tr} \left( \sqrt{\mathbf{N}^T \mathbf{N}} \right)
\]

which according to (C.1) is as large as possible.
In point to plane minimization, the overall goal is to bring the data points close to the planes in which the corresponding model points reside. Mathematically this can be done by minimizing the dot products of the vectors $\vec{p}_i \vec{q}_i$ and normals $\vec{n}_i$. The error metric may be written

$$E = \sum_{i=1}^{N} \left[ \left( \mathbf{R} \vec{p}_i + \vec{T} - \vec{q}_i \right) \cdot \vec{n}_i \right]^2$$

In order to solve the equation analytically, the rotation matrix must be linearized as given by equation 2.1. This approximation only makes sense for small angles $\alpha$, as are expected in late iterations of the ICP algorithm.

Using this approximation, the error metric becomes

$$E = \sum_{i=1}^{N} \left[ (p_{i,x} - \gamma p_{i,y} + \beta p_{i,z} + T_x - q_{i,x}) n_{i,x} + (\gamma p_{i,x} + p_{i,y} - \alpha p_{i,z} + T_y - q_{i,y}) n_{i,y} + (-\beta p_{i,x} + \alpha p_{i,y} + p_{i,z} + T_z - q_{i,z}) n_{i,z} \right]^2$$

$$= \sum_{i=1}^{N} \left[ (p_i - q_i) \cdot \vec{n}_i + T \cdot \vec{n}_i + \alpha (p_{i,y}n_{i,z} - p_{i,z}n_{i,y}) + \beta (p_{i,z}n_{i,x} - p_{i,x}n_{i,z}) + \gamma (p_{i,x}n_{i,y} - p_{i,y}n_{i,x}) \right]^2$$

Defining

$$c_i = p_i \times \vec{n}_i$$

and

$$\vec{r}' = \begin{bmatrix} \alpha \\ \beta \\ \gamma \end{bmatrix}$$
the error becomes

\[ E = \sum_{i=1}^{N} \left[ (p_i - q_i) \cdot \vec{n}_i + \vec{T} \cdot \vec{n}_i + \vec{r} \cdot c_i \right]^2 \]

The partial derivatives with respect to the six degrees of freedom are

\[
\frac{\partial E}{\partial \alpha} = \sum_{i=1}^{N} 2c_{i,x} \left[ (p_i - q_i) \cdot \vec{n}_i + \vec{T} \cdot \vec{n}_i + \vec{r} \cdot c_i \right] = 0
\]

\[
\frac{\partial E}{\partial \beta} = \sum_{i=1}^{N} 2c_{i,y} \left[ (p_i - q_i) \cdot \vec{n}_i + \vec{T} \cdot \vec{n}_i + \vec{r} \cdot c_i \right] = 0
\]

\[
\frac{\partial E}{\partial \gamma} = \sum_{i=1}^{N} 2c_{i,z} \left[ (p_i - q_i) \cdot \vec{n}_i + \vec{T} \cdot \vec{n}_i + \vec{r} \cdot c_i \right] = 0
\]

\[
\frac{\partial E}{\partial T_x} = \sum_{i=1}^{N} 2n_{i,x} \left[ (p_i - q_i) \cdot \vec{n}_i + \vec{T} \cdot \vec{n}_i + \vec{r} \cdot c_i \right] = 0
\]

\[
\frac{\partial E}{\partial T_y} = \sum_{i=1}^{N} 2n_{i,y} \left[ (p_i - q_i) \cdot \vec{n}_i + \vec{T} \cdot \vec{n}_i + \vec{r} \cdot c_i \right] = 0
\]

\[
\frac{\partial E}{\partial T_z} = \sum_{i=1}^{N} 2n_{i,z} \left[ (p_i - q_i) \cdot \vec{n}_i + \vec{T} \cdot \vec{n}_i + \vec{r} \cdot c_i \right] = 0
\]

In matrix form, this system of equations becomes

\[
\sum_{i=1}^{N} \begin{bmatrix}
c_{i,x} c_{i,x} & c_{i,x} c_{i,y} & c_{i,x} c_{i,z} & c_{i,x} n_{i,x} & c_{i,x} n_{i,y} & c_{i,x} n_{i,z} \\
c_{i,y} c_{i,x} & c_{i,y} c_{i,y} & c_{i,y} c_{i,z} & c_{i,y} n_{i,x} & c_{i,y} n_{i,y} & c_{i,y} n_{i,z} \\
c_{i,z} c_{i,x} & c_{i,z} c_{i,y} & c_{i,z} c_{i,z} & c_{i,z} n_{i,x} & c_{i,z} n_{i,y} & c_{i,z} n_{i,z} \\
n_{i,x} c_{i,x} & n_{i,x} c_{i,y} & n_{i,x} c_{i,z} & n_{i,x} n_{i,x} & n_{i,x} n_{i,y} & n_{i,x} n_{i,z} \\
n_{i,y} c_{i,x} & n_{i,y} c_{i,y} & n_{i,y} c_{i,z} & n_{i,y} n_{i,x} & n_{i,y} n_{i,y} & n_{i,y} n_{i,z} \\
n_{i,z} c_{i,x} & n_{i,z} c_{i,y} & n_{i,z} c_{i,z} & n_{i,z} n_{i,x} & n_{i,z} n_{i,y} & n_{i,z} n_{i,z}
\end{bmatrix} \begin{bmatrix}
\alpha \\
\beta \\
\gamma \\
T_x \\
T_y \\
T_z
\end{bmatrix}
\]

\[
= -\sum_{i=1}^{N} \begin{bmatrix}
c_{i,x} (p_i - q_i) \cdot \vec{n}_i \\
c_{i,y} (p_i - q_i) \cdot \vec{n}_i \\
c_{i,z} (p_i - q_i) \cdot \vec{n}_i \\
n_{i,x} (p_i - q_i) \cdot \vec{n}_i \\
n_{i,y} (p_i - q_i) \cdot \vec{n}_i \\
n_{i,z} (p_i - q_i) \cdot \vec{n}_i
\end{bmatrix}
\]

which can be solved using standard methods.
E Rotation representations

E.1 Quaternion to rotation matrix

Let $p_1$ and $p_2$ be two points, where $p_2$ is obtained by rotating $p_1$. The rotation can be done with both a quaternion, $q$, and with a rotation matrix, $R$.

$$P_2 = qP_1q^{-1}$$

where $P_1$ and $P_2$ are the quaternion representations of the points.

$$p_2 = Rp_1$$

Strategy:

- Perform the quaternion multiplication
- Obtain an expression that is equivalent to a $3 \times 3$ rotation matrix

Performing the quaternion multiplication

Let the unit quaternion be given as:

$$q = q_xi + q_yj + q_zk + q_w = [q_x, q_y, q_z, q_w]$$

Since it is a unit quaternion it follows:

$$q^{-1} = q^* = [-q_x, -q_y, -q_z, q_w]$$

The quaternion representation of the point, $p_1$, is given as:

$$P_1 = [x, y, z, 0]$$

First the product of $q$ and $P_1$ is calculated:

$$qP_1 = [q_x, q_y, q_z, q_w] \begin{bmatrix} 0 & -z & y & -x \\ z & 0 & -x & -y \\ -y & x & 0 & -z \\ x & y & z & 0 \end{bmatrix} = \begin{bmatrix} q_yz - q_zy + q_wx \\ -q_xz + q_zx + q_zy \\ q_zy - q_yx + q_wz \\ -q_x - q_y - q_z \end{bmatrix}^T$$
Then the product of $qP_1$ and $q^*$:

$$qP_1q^* = \begin{bmatrix} q_yz - q_y + q_wx \\ -q_xz + q_x + q_wy \\ q_xy - q_yx + q_wz \\ -q_xx - q_yy - q_zz \end{bmatrix}^T \begin{bmatrix} q_w & q_z & -q_y & q_x \\ -q_z & q_w & q_x & q_y \\ q_y - q_x & q_w & q_z \\ -q_x - q_y - q_z & q_w \end{bmatrix} =$$

$$\begin{bmatrix} 2q_wq_yz - 2q_wq_zy + q_w^2x + 2q_xq_z - q_z^2x + 2q_yq_xy - q_y^2x + q_x^2x \\ 2q_xq_yz - q_x^2y + 2q_zq_wy - q_z^2y + 2q_xq_yx + q_y^2y \\ -q_y^2z + 2q_yq_zy - 2q_yq_wx - q_x^2z + 2q_xq_zx + 2q_zq_wy + q_w^2z + q_z^2z \\ 0 \end{bmatrix}^T$$

**Obtaining a matrix**

Each term in the matrix is grouped according to $x$, $y$ and $z$.

$$p_2 = qP_1q^* =$$

$$\begin{bmatrix} x \left(q_w^2 + q_x^2 - q_y^2 - q_z^2\right) + y \left(-2q_xq_w + 2q_yq_z\right) + z \left(2q_yq_w + 2q_zq_x\right) \\ x \left(2q_xq_y + 2q_wq_z\right) + y \left(q_w^2 - q_x^2 + q_y^2 - q_z^2\right) + z \left(-2q_xq_w + 2q_zq_y\right) \\ x \left(-2q_wq_y + 2q_xq_z\right) + y \left(2q_wq_x + 2q_yq_z\right) + z \left(q_w^2 - q_x^2 - q_y^2 + q_z^2\right) \end{bmatrix}^T$$

This can be expanded into a matrix multiplication:

$$p_2 = qP_1q^* =$$

$$\begin{bmatrix} q_w^2 + q_x^2 - q_y^2 - q_z^2 & -2q_zq_w + 2q_yq_x & 2q_yq_w + 2q_zq_x \\ 2q_xq_y + 2q_wq_z & q_w^2 - q_x^2 + q_y^2 - q_z^2 & -2q_xq_w + 2q_zq_y \\ -2q_yq_y + 2q_xq_z & 2q_wq_x + 2q_yq_z & q_w^2 - q_x^2 - q_y^2 + q_z^2 \end{bmatrix}^T \begin{bmatrix} x \\ y \\ z \end{bmatrix}$$

Since the vector $(x, y, z)$ is equivalent to the point, $p_1$, then the large matrix must be equivalent to a rotation matrix, $R$:

$$p_2 = qP_1q^* = Rp_1$$

The matrix can be further simplified since it is a unit quaternion and thus it is given that

$$q_w^2 + q_x^2 + q_y^2 + q_z^2 = 1$$
E.2 Rotation matrix to quaternion

The relation between the unit quaternion and the rotation matrix as shown in E.1 can also be used to determine a unit quaternion from a given rotation matrix [24]. Nine equations can be extracted:

\[
R = \begin{bmatrix}
1 - 2q_y^2 - 2q_z^2 & 2q_xq_y + 2q_wq_z & -2q_wq_y + 2q_xq_z \\
-2q_zq_w + 2q_xq_y & 1 - 2q_x^2 - 2q_z^2 & 2q_wq_x + 2q_yq_z \\
2q_yq_w + 2q_xq_z & -2q_xq_w + 2q_yq_z & 1 - 2q_x^2 - 2q_y^2
\end{bmatrix}
\quad (E.1)
\]

The nine equations holds only four unknowns, which gives plenty of methods for solving the problem.

The goal is to obtain a unit quaternion:

\[
q_w^2 + q_x^2 + q_y^2 + q_z^2 = 1
\]

Which means that the scalar part of the quaternion \(q_w\) can be expressed as:

\[
q_w^2 = 1 - q_x^2 - q_y^2 - q_z^2 \iff 4q_w^2 = 4 - 4q_x^2 - 4q_y^2 - 4q_z^2 \iff
4q_w^2 = 1 + 1 - 2q_y^2 - 2q_z^2 + 1 - 2q_x^2 - 2q_y^2 + 1 - 2q_x^2 - 2q_y^2 \iff 4q_w^2 = 1 + R_{11} + R_{22} + R_{33} = 1 + \text{tr}(R) \iff
q_w = \pm \sqrt{\frac{1 + \text{tr}(R)}{2}}
\]
The other quaternion elements can be determined from the off-diagonal elements of the matrix:

\[ q_x: \]
\[ R_{23} - R_{32} = (2q_w q_x + 2q_y q_z) - (-2q_x q_w + 2q_z q_y) = 4q_x q_w \iff q_x = \frac{R_{23} - R_{32}}{4q_w} \]

\[ q_y: \]
\[ R_{31} - R_{13} = (2q_y q_w + 2q_x q_z) - (-2q_w q_y + 2q_z q_x) = 4q_y q_w \iff q_y = \frac{R_{31} - R_{13}}{4q_w} \]

\[ q_z: \]
\[ R_{12} - R_{21} = (2q_x q_y + 2q_w q_z) - (-2q_z q_w + 2q_x q_y) = 4q_z q_w \iff q_z = \frac{R_{12} - R_{21}}{4q_w} \]

This method has a few numerical problems. The method is only valid if
\[ \text{tr}(R) > -1 \]

- Case: \( \text{tr}(R) < -1 \). The trace cannot be less than minus one, since that would give the square root of a negative number in the calculation of \( q_w \), and it given that the quaternion elements must be real.

- Case: \( \text{tr}(R) = -1 \). The trace cannot be minus one, since that would yield \( q_w = 0 \) and then division by zero in the calculation of the remaining quaternion elements. The same division will also cause imprecise results should \( q_w \approx 0 \).

Other similar methods without these problems have been proposed [36].

### E.3 Rotation matrix to axis angle

Let \( R \) be a 3 × 3 rotation matrix. From Euler’s rotation theorem it is given that the eigenvalues of the matrix are \( (1, e^{\pm j\theta}) \) which equals:
\[ \lambda = (1, \cos \theta + j \sin \theta, \cos \theta - j \sin \theta) \]

where the angle \( \theta \) is the rotation angle used in the axis angle representation.
The angle

The angle can thus easily be extracted from the rotation matrix, since the trace of the matrix corresponds to the sum of the eigenvalues:

\[ \text{tr} (R) = 1 + \cos \theta + j \sin \theta + \cos \theta - j \sin \theta = 1 + 2 \cos \theta \]

The angle can then be determined by:

\[ \cos \theta = \frac{\text{tr} (R) - 1}{2} \]

The axis:

If the rotation matrix is applied to a vector \( \mathbf{u} \) that runs parallel to axis of rotation, then the result must be the vector itself:

\[ R \mathbf{u} = \mathbf{u} \]

This corresponds to the eigenvalue equation:

\[ A \mathbf{x} = \lambda \mathbf{x} \]

where \( \lambda \) is the eigenvalue and \( \mathbf{x} \) the eigenvector.

The axis can then be determined by finding the eigenvector of \( R \) that has the eigenvalue of 1.

### E.4 Axis angle to rotation matrix

Let \( \mathbf{v}_{\text{rot}} \) be a vector in \( \mathbb{R}^3 \) that is obtained by rotating the vector \( \mathbf{v} \) an angle of \( \theta \) degrees about a unit axis \( \mathbf{z} \). The goal is to find the matrix, \( R \) that when multiplied on the left side of \( \mathbf{v} \) gives \( \mathbf{v}_{\text{rot}} \):

\[ \mathbf{v}_{\text{rot}} = R \mathbf{v} \]

**Strategy:**

- Project the vector \( \mathbf{v} \) into a plane that is orthogonal to the rotation axis, thus reducing the rotation to a 2-D situation, as shown on figure E.1.
- Perform the rotation in 2-D and return to 3-D.
- Obtain an expression for a \( 3 \times 3 \) matrix.
Figure E.1: Strategy for converting axis angle representation to rotation matrix. The axis of rotation $\vec{z}$ (red), the vector $\vec{v}$ before and after rotation (blue) and vectors in the plane orthogonal to $\vec{z}$ (green) are shown.

Projecting into 2-D

Let $\vec{x}$ be the projection of $\vec{v}$ into the plane orthogonal to $\vec{z}$:

$$\vec{x} = \vec{v} - \vec{z}(\vec{z} \cdot \vec{v})$$

Further let $\vec{y}$ be the vector that is orthogonal to both $\vec{z}$ and $\vec{x}$:

$$\vec{y} = \vec{z} \times \vec{v}$$

The vectors $\vec{x}$ and $\vec{y}$ have equal lengths and they span the orthogonal plane to $\vec{z}$ just like standard axes of a Cartesian coordinate system.

Rotation and returning to 3-D

Next step is to rotate $\vec{x}$ $\theta$-degrees so that $\vec{x}_{\text{rot}}$ corresponds to the projection of $\vec{v}_{\text{rot}}$ into the 2-D plane. The rotation can be done with basic trigonometry.

$$\vec{x}_{\text{rot}} = \vec{x} \cos \theta + \vec{y} \sin \theta =$$

$$(\vec{v} - \vec{z}(\vec{z} \cdot \vec{v})) \cos \theta + (\vec{z} \times \vec{v}) \sin \theta$$
The component that was subtracted from \( \vec{v} \) in order to obtain \( \vec{x} \), can now be added to the rotated \( \vec{x} \) to obtain the rotated \( \vec{v} \):

\[
\vec{v}_{\text{rot}} = \vec{x}_{\text{rot}} + \vec{z}(\vec{z} \cdot \vec{v}) = (\vec{v} - \vec{z}(\vec{z} \cdot \vec{v})) \cos \theta + (\vec{z} \times \vec{v}) \sin \theta + \vec{z}(\vec{z} \cdot \vec{v}) =
\]

\[
\vec{v} \cos \theta + (\vec{z} \times \vec{v}) \sin \theta + \vec{z}(\vec{z} \cdot \vec{v})(1 - \cos \theta)
\]

\( \text{(E.2)} \)

**Rotation matrix**

The equation \( \text{E.2} \) can be rewritten into matrix form:

\[
v_{\text{rot}} = (I \cos \theta)v + ([z]_x \sin \theta)v + (1 - \cos \theta)zz^Tv
\]

where \( I \) is a 3 \times 3 identity matrix and \([z]_x\) is the cross-product matrix of \( z \):

\[
[z]_x = \begin{bmatrix}
0 & -z_3 & z_2 \\
z_3 & 0 & -z_1 \\
-z_2 & z_1 & 0
\end{bmatrix}
\]

By grouping according to \( v \), the following rotation matrix can be obtained:

\[
v_{\text{rot}} = (I \cos \theta + [z]_x \sin \theta + (1 - \cos \theta)zz^T) \quad \iff \quad v_{\text{rot}} = Rv
\]

The rotation matrix can further be simplified. Since \( \vec{z} \) is a unit vector the following relation holds true:

\[
zz^T = [z]_x^2 + I
\]

Thus the rotation matrix becomes:

\[
R = I \cos \theta + \sin \theta[z]_x + (1 - \cos \theta)([z]_x^2 + I) \quad \iff \quad R = I \cos \theta + \sin \theta[z]_x + [z]_x^2(1 - \cos \theta) + I - I \cos \theta \quad \iff \\
R = I + \sin \theta[z]_x + (1 - \cos \theta)[z]_x^2 \quad \iff \quad R = I + \sin \theta[z]_x + (1 - \cos \theta)(zz^T - I)
\]
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