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Un modèle Boussinesq intégré en profondeur uni�é d'élément
spectral/hp pour une interaction nonlinéaire vague-corps �ot-
tante

Résumé

Le secteur de l'énergie houlomotrice s'appuie fortement sur la modélisation ma-
thématique et la simulation d'expériences physiques mettant en jeu les interactions
entre les ondes et les corps. Dans ce travail, nous avons développé un modèle d'inter-
action de �délité moyenne vague-corps pour la simulation de structures tronquées
�ottantes fonctionnant en mouvement vertical. Ce travail concerne l'ingénierie de
l'énergie marine, pour des applications telles que les convertisseurs d'énergie de
vague (WEC) à absorption ponctuelle, même si ses applications peuvent aussi être
utilisées en ingénierie maritime et navale. Les motivations de ce travail reposent
sur les méthodes standard actuelles pour décrire l'interaction corps-vague. Celles-
ci sont basées sur des modèles résolvant le �ux de potentiel linéaire (LPF), du fait
de leur grande ef�cacité. Cependant, les modèles LPF sont basés sur l'hypothèse de
faible amplitude et ne peuvent pas répresenter les effets hydrodynamiques non li-
néaires, importants pour le WEC opérant dans la région de résonance ou dans les
régions proches du rivage. En effet, il a été démontré que les modèles LFP prédisent
de manière excessive la production de puissance, sauf si des coef�cients de traînée
sont calibrés. Plus récemment, des simulations Reynolds Averaged Navier-Stokes
(RANS) ont été utilisées pour les WEC. RANS est un modèle complet et précis, mais
très coûteux en calcul. Il n'est ni adapté à l'optimisation d'appareils uniques ni aux
parcs énergétiques. Nous avons donc proposé un modèle de �délité moyenne basé
sur des équations de type Boussinesq, a�n d'améliorer le compromis entre précision
et ef�cacité.

Les équations de type Boussinesq sont des modèles d'ondes intégrées en pro-
fondeur et ont été un outil d'ingénierie standard pour la simulation numérique de
la propagation d'ondes non linéaires dans les eaux peu profondes et les zones cô-
tières. Grâce à l'élimination de la dimension verticale, le modèle résultant est très
ef�cace et évite la description temporelle de la limite entre la surface libre et l'air.
Jiang (2001) a proposé un modèle de Boussinesq uni�é, décomposant le problème en
deux domaines : surface libre et corps. Dans cette méthode, le domaine du corps est
également modélisé par une approche intégrée en profondeur - d'où le terme uni�é.
Récemment, Lannes (2016) avait analysé de manière rigoureuse une con�guration
similaire dans une équation non linéaire en eaux peu profondes, en déduisant une
solution exacte et semi-analitique pour des corps en mouvement. Suivant la même
approche, Godlewski et al. (2018) a élaboré un modèle de �ux d'eau peu profonde
encombrée.

Le modèle de Boussinesq à intégration de profondeur introduit est basé sur l'ap-
proche uni�ée de Jiang. Comme tous les modèles basés sur des équations de type
Boussinesq, le modèle est limité aux régimes de profondeur peu profonde et inter-
médiaire. Nous considérons le modèle de Madsen et Sørensen comme un modèle de
Boussinesq amélioré pour la surface libre . Nous démontrons que les termes disper-
sifs sont négligeables sous le corps. Pour mieux exploiter l'ef�cacité des modèles,
nous utilisons une méthode d'éléments �nis spectrale / hp a�n de discrétiser les
équations et de simuler des ondes non linéaires et dispersives interagissant avec des
corps. La méthode des éléments spectraux / hp continus a été appliquée à la discré-
tisation dans chaque domaine. La méthode de Galerkin à éléments spectraux / hp
discontinus a été utilisée pour dériver des conditions de �ux pour le couplage des
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domaines. L'utilisation d'éléments spectraux / hp prend en charge l'utilisation de
maillages adaptatifs pour la �exibilité géométrique et des approximations précises
d'ordre élevé, qui rend le schéma ef�cace.

Dans cette thèse, nous développons les résultats présentés par Eskilsson et al.
(2016) et Bosi et al. (2019). Le modèle est étendu à deux dimensions horizontales.
Le modèle 1D est véri�é à l'aide de solutions fabriquées et validé par rapport aux
résultats publiés sur l'interaction vague-corps en 1D pour les pontons �xes et corps
en mouvement de soulèvement forcé et libre. Les résultats des preuves de concept
de la simulation de plusieurs corps sont présentés. Nous validons et véri�ons le mo-
dèle 2D en suivant des étapes similaires. En�n, nous mettons en œuvre la technique
de verrouillage, une méthode de contrôle de mouvement du corps pour améliorer
la réponse au mouvement des vagues. Il est démontré que le modèle possède une
excellente précision, qu'il est pertinent pour les applications d'ondes en interaction
avec des dispositifs à énergie houlomotrice et qu'il peut être étendu pour simuler
des cas plus complexes.

Mots clés : énergie houlomotrice, modèles d'ondes non linéaires, modèles d'ondes
intégrées en profondeur, équations de Boussinesq.

A uni�ed spectral/ hp element depth-integrated Boussinesq
model for nonlinear wave-�oating body interaction

Abstract

The wave energy sector relies heavily on mathematical modelling and simula-
tion of the interactions between waves and �oating bodies. In this work, we have
developed a medium-�delity wave-body interaction model for the simulation of
truncated surface piercing structures operating in heave motion, such as point ab-
sorbers wave energy converters (WECs). The motivation of the work lies in the
present approach to wave-body interaction. The standard approach is to use mod-
els based on linear potential �ow (LPF). LPF models are based on the small ampli-
tude/small motion assumption and, while highly computational ef�cient, cannot
account for nonlinear hydrodynamic effects (except for Morison-type drag). Non-
linear effects are particularly important for WEC operating in resonance, or in near-
shore regions where wave transformations are expected. More recently, Reynolds
Averaged Navier-Stokes (RANS) simulations have been employed for modelling
WECs. RANS is a complete and accurate model but computationally very costly. At
present RANS models are therefore unsuited for the optimization of single devices,
not to mention energy farms. Thus, we propose a numerical model based built on
Boussinesq-type equations to include wave-wave interaction as well as �nite body
motion in a computationally ef�cient formulation.

Boussinesq-type equations are depth-integrated wave models and are standard
engineering tool for numerical simulation of propagation of nonlinear wave in shal-
low water and coastal areas. Thanks to the elimination of the vertical dimension
and the avoidance of a time-dependent computational the resulting model is very
computational ef�cient. Jiang (Jiang, 2001) proposed a uni�ed Boussinesq model,
decomposing the problem into free surface and body domains. Notably, in Jiang's
methodology also the body domain is modeled by a depth-integrated approach –
hence the term uni�ed. As all models based on Boussinesq-type equations, the
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model is limited to shallow and intermediate depth regimes. We consider the Mad-
sen and Sørensen model, an enhanced Boussinesq model, for the propagation of
waves. We employ a spectral/ hp �nite element method (SEM) to discretize the gov-
erning equations. The continuous SEM is used inside each domain and �ux-based
coupling conditions are derived from the discontinuous Galerkin method. The use
of SEM give support for the use of adaptive meshes for geometric �exibility and
high-order accurate approximations makes the scheme computationally ef�cient.

In this thesis, we present 1D results for the propagation and interaction of waves
with �oating structures. The 1D model is veri�ed using manufactured solutions.
The model is then validated against published results for wave-body interaction.
The hydrostatic cases (forced motion and decay test) are compared to analytical and
semi-analytical solutions (Lannes, 2017), while the non-hydrostatic tests (�xed pon-
toon and freely heaving bodies) are compared to RANS reference solutions. The
model is easily extended to handle multiple bodies and a proof-of-concept result is
presented. Finally, we implement the latching technique, a method to control the
movement of the body such that the response to the wave movement is improved.
The model is extended to two horizontal dimensions and veri�ed and validated
against manufactured solutions and RANS simulations. The model is found to have
a good accuracy both in one and two dimensions and is relevant for applications of
waves interacting with wave energy devices. The model can be extended to sim-
ulate more complex cases such as WEC farms/arrays or include power generation
systems to the device.

Keywords: Wave energy, nonlinear wave models, depth-integrated wave equa-
tions, Boussinesq equations.

Unité de recherche : INRIA Bordeaux Sud-Ouest – Equipe CARDAMOM, 200 ave-
nue de la Vieille Tours, 33405 Talence





vii

Résumé substantiel

Il a été estimé que le changement climatique s'est accéléré au cours des dernières
décennies et que ses effets s'aggravent de plus en plus de façon extrême et catastro-
phique (par exemple la montée du niveau de la mer ou les grandes tempêtes [69]).
Les actions entreprises par les gouvernements ont impliqué la stipulation d'accords
internationaux [4] ainsi que l'attention et l'investissement accrus dans les politiques
et les recherches visant à contrôler l'impact humain sur l'environnement. Le groupe
d'experts intergouvernemental sur l'évolution du climat (GIEC) a reconnu dans les
sources d'énergies renouvelables, telles que l'énergie éolienne et solaire, une me-
sure valable [133] a�n de ralentir le réchauffement climatique. Dernièrement, les
ressources en énergie océanique ont été prises en compte pour intégrer la production
d'énergie, en utilisant des dispositifs à énergie houlomotrice (WEC) pour produire
de l'électricité.

La quantité théorique mondiale de l'énergie houlomotrice est estimée à 2.11 �
0.05 TW, dont environ 4.6% extractibles avec les technologies actuelles [87]. L'ex-
ploitation de l'énergie houlomotrice est également incluse dans le plan européen
de réduction des gaz à effet de serre, utilisant des sources d'énergie renouvelables
d'objectifs de 20% d'ici 2020, et de 80 à 95% avant 2050, augmentant la production
actuelle d'énergie houlomotrice de 100 GW d'ici là [125]. L'énergie des vagues est
régulièrement étudiée depuis les années soixante-dix [158, 65, 26]. Il existe plusieurs
dispositifs exploitant différentes conceptions, localisations ou méthodes de récolte,
et leur catégorisation peut varier : wave terminators[158, 7],waves attenuators[91] ou
point absorbers(PA) [141, 70]. Une autre classi�cation du WEC est effectuée en fonc-
tion de la manière dont le WEC génère l'énergie : oscillating water column(OWC)
[181], overtopping device[105] et corps activés par les vagues[70, 35, 128].

Pour cette thèse, des PA WEC à pillonement ont été choisis. Ces WEC sont gé-
néralement des bouées �ottantes qui peuvent absorber l'énergie des vagues prove-
nant de toutes les directions, à partir du mouvement vertical imposé par les vagues.
Le réglage de base d'un PA est composé d'un corps �ottantes auto-activé [15] ou
connecté par des amarres [142] au fond marin et à un système de prise de force,
généralement un générateur électrique ou une pompe hydraulique, permettant de
convertir le mouvement vertical en électricité. Pour mieux tirer parti de la caracté-
ristique du PA et maximiser l'énergie absorbée, plusieurs PA sont souvent utilisés,
disposés dans des parcs. La géométrie du parc doit être con�gurée pour exploiter
au mieux l'extraction d'énergie [8]. Le PA agit ef�cacement comme un atténuateur
d'onde, réduisant la hauteur des ondes transmises. S'il est installé dans la région cô-
tière, l'effet d'atténuation se propage au littoral et peut réduire l'érosion du rivage et
la perte de plages. [1, 131].

Le test du PA WEC est donc extrêmement important, à la fois pour comprendre
et quanti�er les effets du champ éloigné et du champ proche et pour optimiser la
position de plusieurs WEC a�n de maximiser la production d'énergie. L'expérimen-
tation physique et la modélisation numérique sont les techniques de test. L'approche
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physique nécessite des modèles de WEC placés soit dans des canaux ou des bas-
sins d'eau, soit en pleine mer pour des tests sur le terrain. L'avantage du bassin
hydrographique réside dans la possibilité de réaliser des expériences dans un envi-
ronnement contrôlé. Il est possible de générer des conditions d'état de la mer cohé-
rentes et reproductibles et de mesurer facilement les paramètres hydrodynamiques
de l'eau ainsi que des CVE. Cependant, la modélisation physique étant économique-
ment coûteuse, il est de plus en plus courant de la compléter par une modélisation
numérique, en la remplaçant parfois à de nombreuses étapes de la conception du
WEC. Weber [182] a fait remarquer qu'il est plus économique d'élever le niveau
de performance technologique d'un concept WEC à un niveau de préparation à la
technologie faible. Une telle voie de développement impose une plus grande de-
mande aux méthodes numériques utilisées. Des expériences physiques sont ensuite
utilisées pour valider la précision des résultats numériques. Les nombreux modèles
mathématiques d'interaction vague-corps décrivent avec une précision différente la
dynamique du champ de �uide et le mouvement du WEC sous la force de la vague.
Le choix du modèle est donc dicté par la physique régissant l'interaction et le com-
promis entre la précision requise, le temps de calcul et la puissance disponible. Le
temps et la puissance de calcul requis pour résoudre un modèle augmentent avec la
complexité. De plus, selon les critères de fonctionnement du WEC considérés et les
effets étudiés, différents modèles mathématiques doivent être envisagés.

De nos jours, la modélisation numérique des PA WEC repose largement sur l'uti-
lisation d'outils basés sur l'équation de Cummins [41] en utilisant des coef�cients
hydrodynamiques calculés à partir du �ux de potentiel linéaire (LPF) pour la pré-
diction de mouvements, de charges et de production d'énergie. Les modèles LPF
sont basés sur l'hypothèse de faible amplitude et sont largement utilisés pour leur
simplicité et leur ef�cacité. Bien que les modèles LPF aient été utilisés avec succès
dans de nombreuses applications offshore [68], les approximations de faible ampli-
tude et de petit mouvement ne sont pas valables dans de nombreux cas, tels que les
WEC fonctionnant dans la région de résonance et en particulier pour les cas où les
effets hydrodynamiques non linéaires sont prédominants.

Plus récemment, grâce à l'augmentation de la puissance de calcul, des simula-
tions CFD ont été utilisées dans plusieurs cas pour les PA WEC [119, 193, 143]. Com-
parées aux modèles LPF linéaires, les simulations basées sur le volume de CFD de
�uide (VOF-CFD) présentent l'avantage de capturer toute la dynamique non linéaire
des expériences de WEC et de vagues près des côtes. En fait, les simulations RANS
ont montré que les modèles LPF peuvent ne pas convenir à l'optimisation de WEC.
En comparant les résultats obtenus avec les deux méthodes, il est clair que LPF sur-
estime la production d'énergie, en particulier dans la région de résonance [193, 143].
Cependant, les expériences RANS restent extrêmement coûteuses. Une simulation
avec un état de mer complet pour un WEC peut nécessiter jusqu'à 150 000 heures de
CPU par simulation [63].

Dans les eaux peu profondes aux eaux intermédiaires à vagues non déferlantes,
les équations de type Boussinesq (BTE) constituent une alternative au modèle LPF
et CFD. Les BTE constituent une famille d'équations intégrées en profondeur qui ex-
priment l'hydrodynamique non linéaire des vagues uniquement en dimensions ho-
rizontales. Cela rend les BTE moins exigeants en termes de calcul que les équations
3D complètes. Les BTE sont des modèles d'onde standard [2, 147, 124], utilisés pour
prédire la propagation des ondes non linéaires dans les zones côtières et littorales.
Cependant, les corps tronqués de perforation de surface sont dif�ciles à manipuler
avec un modèle d'onde intégré en profondeur. Les approches typiques [59, 138, 33]
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n'incluent pas le corps réel dans la discrétisation. Le travail de Jiang [96] et plus re-
cemment de Lannes [111] et [78] sur le modèle de Boussinesq «uni�é» constitue une
exception. La technique proposée consiste à décomposer le domaine numerique en
domaines de surface libre et de corps. Il est important de noter que le domaine sous
le corps a également été modelé avec une approche intégrée en profondeur - d'où le
terme «uni�é».

Les équations aux dérivées partielles décrivant le problème du corps d'onde sont
résolues grâce à des schémas de discrétisation se rapprochant du modèle continu
d'origine et pouvant être traités numériquement. Plusieurs stratégies de discrétisa-
tion et de résolution pour les EDP ont été proposées, mais nous allons nous concen-
trer sur les méthodes d'ordre élevé, qui ont une précision spatiale égale ou supé-
rieure à trois, et sont particulièrement souhaitables pour la simulation de solutions
lisses et intégrations à long terme.

L'une des méthodes les plus courantes et historiquement la première utilisée
pour résoudre les PDE est la méthode des différences �nies (FDM). FDM se rap-
proche des dérivées sur une grille discrète en utilisant des différences �nies, conver-
tissant ainsi le système PDE en un système d'équation algébrique. La résolution du
nouveau système est particulièrement bien adaptée à la résolution numérique, d'où
la généralisation de cette méthode en analyse numérique [85]. De plus, on peut at-
teindre une résolution élevée [117, 88, 163] et même une convergence spectrale [115].

Une méthode alternative est la méthode des éléments �nis (FEM) est basée sur
une méthode variationnelle d'approximation de la PDE. Le domaine global est di-
visé en un maillage de sous-domaines que nous désignerons comme des éléments
dans ce qui suit et dans chacun d'eux sont dé�nis un ensemble de fonctions de base.
La méthode Galerkin [74] est généralement utilisée dans les MEF pour résoudre des
équations différentielles. La méthode de Galerkin est un cas particulier de la famille
des méthodes de pondération des résidus (WR) [40, 72] pour lesquelles les fonctions
de pondération sont identiques aux fonctions d'interpolation.

Les méthodes des éléments limites (BEM) [21, 77] sont apparues comme une
puissante alternative aux méthodes FEM et FDM, en particulier dans les cas où le
domaine s'étend à l'in�ni. Avec BEM, nous désignons toute méthode pour cela qui
approxime la solution numérique des équations intégrales aux limites par des équa-
tions avec des états limites connus et inconnus. Par conséquent, il ne nécessite que la
discrétisation de la surface plutôt que du volume, c'est-à-dire que la dimension des
problèmes est réduite d'une unité. Par conséquent, l'effort de discrétisation néces-
saire est généralement beaucoup plus petit et, de plus, des maillages peuvent être
facilement générés et les modi�cations de conception ne nécessitent pas de remode-
lage complet.

Toutes ces méthodes ont été utilisées avec succès pour étudier le problème de
l'interaction vague-corps, cependant pour cette thèse la méthode des éléments �nis
spectral/ hp (SEM) [169, 145] a été adopté pour la résolution des modèles mathéma-
tiques. Un avantage du SEM par rapport aux autres méthodes (éléments/volumes
�nis, différence �nis ou méthode des éléments �nis de frontière) est qu'il permet
la convergence à la fois dans le sens de l'adaptivité h- et p-. Cela signi�e qu'il est
possible d'af�ner le maillage en conservant l'ordre polynomial constant (adaptabi-
lité h-) et en utilisant des éléments plus petits pour capturer des phénomènes à pe-
tite échelle, ou augmenter l'ordre polynomial (adaptabilité p-). L'adaptivité hp- est
une combinaison des deux types d'adaptivité et peut être utilisée pour obtenir une
convergence optimale [13] et réaliser une convergence ef�cace sur les fonctionnalités
à grande échelle [99]. Le mot "spectral" du SEM suggère le taux de convergence élevé



x

de la méthode, qui, avec le bon choix de points en quadrature et de fonctions d'in-
terpolation, peut être extrêmement rapide. De plus, le SEM a été utilisé avec succès
dans la simulation de �ux complexes [103, 161] et dans un certain nombre d'autres
applications, en particulier la modélisation océanographique [38, 135, 28]. On ob-
tient une ef�cacité et une précision élevées dans la simulation du �ux entièrement
non linéaire [80, 55] et du �ux Boussinesq faiblement non linéaire [60]. Plus impor-
tant encore, ces dernières années, le SEM a été largement utilisé dans les problèmes
d'interaction corps-ondes : les résultats d'une vague diffusée par une structure qui
s'étend jusqu'au fond de la mer [60]. Le cas des structures tronquées a été largement
étudié dans le cas de structures �xes [58, 57, 114], aussi bien que de structures à sou-
lèvement libre [64, 20, 134].

Cette thèse vise à développer des modèles basés sur des équations de type Bous-
sinesq non linéaires ef�caces en calcul pour l'interaction entre les vagues et les corps
�ottants. Comme tous les modèles BTE, le modèle presenté est limité aux régimes
de profondeur peu profonde et intermédiaire. Bien que le modèle ne se limite pas
aux applications dans les énergies marines renouvelables, la raison pour laquelle un
modèle de corps de vagues de �délité moyenne a été développé se trouve dans l'état
actuel de la modélisation des PA dans les eaux littorales. Cependant, l'intérêt sur ce
modèle provient aussi bien de problèmes d'ingénierie côtière ou navale.

Nous proposons un modèle de Boussinesq uni�é et intégré en profondeur pour
l'interaction non linéaire vague-corps, basé sur l'approche uni�ée introduite par
Jiang [96]. Dans ce manuscrit, nous déduisons tout d'abord trois modèles unidimen-
sionnels du type Boussinesq à surface libre : le modèle non linéaire et non dispersif
pour eau peu profonde et les modèles non linéaires faiblement dispersifs d'Abbott
[2] et de Madsen et Sørensen [124] et nous analysons leurs propriétés de dispersion
linéaire. Les équations décrivant la dynamique du corps sont déduites de la BTE
de surface libre. Nous avons discuté de la nécessité d'un modèle dispersif dans le
domaine du corps et nous avons obtenu l'équation d'accélération qui permet l'évo-
lution de la position du corps dans le temps. En�n, dans cette première partie, nous
examinons les stratégies de couplage nécessaires pour permettre l'échange d'infor-
mations entre le domaine de surface libre et le WEC.

En adaptant l'idée originale en termes de discrétisations, nous utilisons une mé-
thode spectrale/éléments �nis hppour la simulation d'ondes non linéaires et disper-
sives en interaction avec des corps �xes et soulevés. En particulier, nous utilisons la
méthode SEM continue [99] à l'intérieur de chaque domaine et la méthode de cou-
plage introduite pour le système continu est implémentée dans le modèle discret,
basé sur le �ux entre domaines conformes à la méthode SEM de Galerkin disconti-
nue [37].

Il en résulte un nouveau modèle ef�cace et précis simulant la propagation des
ondes et l'interaction non linéaire des ondes avec les corps. Ce modèle a été validé et
après utilisé pour évaluer les points de repère pour une boîte unidimensionnelle,
reproduisant les résultats publiés pour un ponton �xe [55, 120] ou une boîte de
soulèvement en mouvement forcé et en décomposition [111]. De plus, nous avons
évalué la réponse au mouvement des vagues (RAO) d'une boîte �ottante librement
soumise à des trains de vagues de différentes raideur. Les résultats ont montré un
bon accord avec résultat évalué pour les ondes linéaires et nous pouvons retracer le
comportement du modèle linéaire, avec le pic caractéristique à la fréquence de réso-
nance. Pour les ondes de raideur moyenne, le RAO résultant est plus proche de la
simulation RANS, améliorant les prédictions du modèle linéaire.



xi

Dans la deuxième partie, les modèles continues et discrets sont étendus à deux
dimensions horizontales, ce qui nous permet de simuler des cas plus réalistes. En
ce qui concerne les modèles unidimensionnels, nous avons présenté les différents
modèles de Boussinesq et la dérivation d'une méthode SEM en 2D pour les résoudre
numériquement. Les modèles sont ensuite mis à l'essai : d'abord véri�és à l'aide de
solutions appropriées, puis validés par rapport aux résultats CFD et FNPF.

Malgré les dé�s à venir, c'est-à-dire plus de grade de liberté pour le corps et
une technique de production d'énergie permettant de relier notre travail à des ap-
plications techniques, nous estimons que le présent travail indique qu'un système
Boussinesq uni�é de �délité moyenne peut apporter des avantages en termes d'ef-
�cacité sans compromettre la précision des résultats. Nous avons montré que les
modèles de Boussinesq, s'ils sont appliqués dans les hypothèses de dispersion et de
non-linéarité sous-jacentes, montrent un accord acceptable avec les résultats CFD et
FNPF, à la fois en une et en deux dimensions, et constituent une alternative valable
pour la simulation de structures �ottantes dans des eaux peu profondes.
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1.1 Technology and motivations

It has been assessed that the climate change has accelerated in the last few decades
[168], and its effects are getting more extreme and catastrophic (i.e. sea rise or su-
perstorms [69]). The actions undertaken by Governments has involved stipulation
of international agreements [4] as well as dedicating more attention and investment
to policies and researches inclined to control the human impact on the environment.
The Intergovernmental Panel on Climate Change (IPCC) had recognised in renew-
able energy sources, such as wind and solar energy, a valid countermeasure [133] to
slow global warming. Lately, ocean energy resources have been taken into consid-
eration to integrate the power production, with the possibility to use wave energy
converters (WECs) to generate electricity.

The world's theoretical total wave energy is estimated to be 2.11 � 0.05 TW, with
about 4, 6% extractable with present technologies [87]. The exploitation of wave
energy is also included in the European plan to reduce the greenhouse gas using re-
newable energy sources of targets of 20% by 2020, and 80 to 95% by 2050 [178], with
the goal of 100 GW wave energy installed power by 2050 [125]. The energy is har-
vested from waves generated by the winds blowing on the sea surface. Waves power
presents characteristics that make them an attractive energy source: in particular the
waves can transport energy without signi�cant losses over long distances and their
movements are predictable, with gradual changes, and more constant than wind or
solar power, rendering the setting of the devices easier and more manageable . Wave
energy has been regularly studied since the seventies [158, 65, 26]. However, the �rst
technologies that can harvest wave energy dates back to the nineteen century, with
patents as early as 1799 (M. Girard, France) [36]. Several devices are available that
exploit different design, locations or harvesting methodology and their categoriza-
tion can vary. Considering the position of the body to the wave front, the three main
categories are:

— Wave terminatorsare long structures compared to the wavelength. The ter-
minators are placed parallel to the wave front, forming an arti�cial coastline.
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Examples of terminators are the Salter's nodding duck [158] or the Oyster800
by Aquamarine Power [7];

— Wave attenuatorsare long structures that are aligned to the wave direction,
perpendicular to the front, such as the Pelamis wave generator design [91];

— Point absorbers(PA) are buoy structures typically of smaller dimensions com-
pared to the wavelength in which they operate that can absorb energy from
waves incoming from any direction. PA WECs had been developed for ex-
ample by CorPower [141] or at the École Central de Nantes [75].

An alternative classi�cation of the WEC is done by the way the power is generated
by the WEC. The most common working principles are

— Oscillating water column(OWC) such as the light buoys introduced in Japan
by Yoshio Masuda (1925-2009) [66] or the Wave Swell Energy [181], where the
waves power an oscillating air �ow throug a turbine;

— Overtopping devices. The water enters a reservoir inside the device and the
returning water �ow is use to activate a turbine at the device bottom. The
Wave Dragon [105] is an overtopping WEC.

— Wave activated bodies.The wave activates the motion of the body and from
this the power production. In this category are included PA [70], oscillating
surge [35] and pitch converters [128].

(A ) (B)

(C) (D)

FIGURE 1.1 – Few examples of WECs: in �gure (a) the oscillating
water column by Wave Swell Energy [181], (b), the oscillating surge
Converter Oyster800 by Aquamarine Power [7], (c) the heaving PA
by CorPower [160], (d) the oscillating pitch converter SEAREV devel-
oped by the École Central de Nantes [75].

However, many more designs and variations of these basic concepts have been
proposed, depending on the positioning (off-shore, near-shore or on-shore) and ac-
tivation technique. A review of several design of WECs is presented in [50] and
[98]. For this research we have focused on heaving point-absorber WECs. These
WECs are usually surface piercing �oating devices that produce energy from the
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vertical motion imposed by the waves. The basic setting of a PA is composed of a
�oating body that is either self activated [15] or connected by mooring lines [142] to
the seabed and a power take-off (PTO) system that can convert the vertical move-
ment into electricity, usually an electrical generator or a hydraulic pump. Heaving
PA have usually an axisymmetric geometry such that they can extract energy from
waves coming from any direction. To better take advantage of the characteristic
of the point absorbs WECs and maximize the energy absorbed, multiple WECs are
often employed, arranged in farms or arrays. The WECs interact and disturb the
incoming waves, generating transmitted and re�ected waves, affecting the power
production. Thus, the near-�eld interactions must be taken into accounts when de-
signing the geometry of the farms: the near-�eld waves are composed of incoming,
radiated and re�ected transmitted waves, such that the resulting elevation can be
locally higher or lower than the incoming �eld [8]. The array geometry must be con-
�gurated to exploit those effects at best and improve the energy extraction [8]. The
far �eld is also in�uenced by the presence of WECs. WEC effectively acts as a wave
attenuators, reducing the height of the transmitted waves. If installed in the near
shore region, the attenuating effect propagates to the coastline and it can reduce the
shore erosion and beach loss [1, 131].

The testing of WEC is thus extremely important, both to understand and quan-
tify the far-�eld and near-�eld effects and optimize the position of single WECs to
maximize the power production. Physical experimenting and numerical modelling
or the combination of them are the testing techniques. The physical approach re-
quires models of the WECs placed either in water �umes or basins or in the open
sea for �eld tests. The advantage of water basin lays in the possibility of perform
experiments in controlled environment, consistent and repeatable sea state condi-
tion can be generated and the hydrodynamics parameters of the water as well as of
the the WECs can be easily measured. However, physical modelling is economically
expensive so it is increasingly more common to complement it with numerical mod-
elling, sometimes substituting it in many steps of the WEC's design. Weber [182]
pointed out that it is more economical to raise the technology performance level
(TPL) of a wave energy converter (WEC) concept at low technology readiness level
(TRL). Such a development path puts a greater demand on the numerical methods
used. The �ndings of Weber also tell us that important design decisions as well as
optimization should be performed as early in the development process as possible.
The performance prediction can be performed with the aim of several mathematical
models that describe the wave-body interaction. All the models produced describe
with different precision grade the dynamics of the �uid �eld and the WEC's move-
ment under the wave force. The choice of the model is thus dictated by the physics
governing the interaction, and the trade off between the accuracy required, the com-
putational time and power available. The computational time and power demanded
to solve a model increases with the complexity. Moreover, depending on the func-
tioning criteria of the WEC considered and the effects that are investigated, different
mathematical models must be considered. Appropriate set of equations in a numer-
ical domain with the suitable boundary condition to represent a particular sea state
and the dynamics of the WEC. The precision of the numerical results are dependent
on the physics described by the equations, thus they have to be validated against
physical experiment.

The complexity of the numerical model render its resolution more demanding
on the machine power and time. Nowadays, thanks to the increase in computa-
tional power, more and more complicated and complete models can be solved in a
reasonable time. However, for large simulations and fast development of physical
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FIGURE 1.2 – Artistic representation of a PA WEC and an energy
farm, thanks to Corpower Ocean [160].

models, the numerical modelling must be optimized and reliable, with a high trade-
off between ef�ciency and precision. The objective of this work is to introduce a new
method to simulate WECs in shallow waters and near-shore regions.

1.2 Current state of the art

1.2.1 Mathematical models

Nowadays, the simulation of WECs dynamics relies heavily on the use of tools
based on Cummins equation [41] using hydrodynamic coef�cients computed from
linear potential �ow (LPF) for the prediction of motions, loads, and power produc-
tion. The LPF models are based on the small amplitude/small motion assumption
and they are widely used for their simplicity and ef�ciency, e.g. see [128]. The
linear wave model is the overall predominant hydrodynamic one used in wave en-
ergy studies. The hydrodynamic coef�cients are computed by panel codes such as
WAMIT [179] or Nemoh [9]. These coef�cients are then used in the dynamic equa-
tions with convolution integrals to account for memory effects. The equations are
solved in the time-domain and may include nonlinear effects from e.g. drag, power
take off (PTO) and mooring forces, but the fundamental wave-body interaction and
wave propagation remains linear. There are numerous models using this approach,
e.g. the open-source model WEC-Sim from NREL [183] and the commercial code
Ansys-Aqwa [6]. Although LPF models have been used successfully in few offshore
applications [68], the small amplitude and small motion approximation is not valid
in many cases such as WECs operating inside the resonance region and, especially,
for survival cases. Besides, they can not account for nonlinear hydrodynamic ef-
fects which arise in case of non-constant and steepening seabed where waves are
expected to exhibit nonlinear dynamics as steepening and energy transfer between
harmonics.

More recently, thanks to the increase in computational power, more advanced
nonlinear models became also available for WEC modelling. Nonlinear models in-
clude computational �uid dynamics (CFD), fully nonlinear potential �ow (FNPF),
nonlinear Foude-Krylov models and depth averaged wave models. Penalba et al.
[146] had presented a review of all nonlinear methods for WEC modelling. CFD
simulations have been employed for PA WECs in several cases, e.g. [119, 193, 143].
Compared to the linear LPF models, simulations based on volume of �uid Reynolds
averaged Navier-Stokes (VOF-RANS) have the advantage of capturing all nonlinear
dynamics that WECs and near-shore waves experiences, such as overtopping of the
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WEC and breaking waves, that can impact greatly the predictions of the dynamics
and subsequently, the design of WEC. In CFD models, the viscosity and vorticity of
the �uid can be included in the governing equations. In particular, the solutions of
turbulent �ows are realistic representation of the physical problem. RANS equations
are the most common method to solve turbulent �ows, thanks to their reasonable
computational cost and accuracy. As a matter of fact, it has been shown through
RANS simulations, that LPF models can be unsuited for the optimization of WEC.
Comparing the results by the two methods, it is clear that LPF over-predicts the
power production, especially in the resonance region, unless ad hoc coef�cients are
calibrated [193, 143]. However, RANS experiments are still extremely costly, a simu-
lation with a full sea state for a WEC may require as much as 150 000 CPU hours per
sea-state simulation [63], but they are used because of high resolution results and the
investigation of speci�c �ow phenomena around offshore and near-shore structures.

For inviscid, non-compressible �ow and non-breaking waves, the FNPF model
can be used to improve the time computational performances of RANS simula-
tions [188]. FNPF theory discard the assumption of small wave steepness, thus
higher waves and �nite body displacements can be evaluated. Sometimes depen-
dent boundary conditions must be applied to the moving surfaces of the �uid and
the wetted surface of the body. The boundary value problem (BVP) for the wetted
surface has to be solved at each time step and it can be computationally demanding,
and so is important to select an appropriate technique to keep the simulations ef�-
cient. Moreover, the FNPF does not include green water nor slamming of the waves,
such that it can not be employed with all WECs applications. Because of this limita-
tions, the use of FNPF for WECs has been sparse and in an early stage of develop-
ment and often shadowed by RANS simulations. Nonetheless, it has been employed
successfully in many researches for �xed and �oating buoys surface piercing such
as [57, 106], as well as for completely submerged body [86, 27, 116].

In shallow to intermediate waters with non-breaking waves, Boussinesq-type
equations (BTE) provide an alternative to the FNPF model. BTE are a depth inte-
grated family of equations that express the nonlinear wave hydrodynamics in hor-
izontal dimensions only. This makes them computationally less demanding than
complete 3D equations, and allows the use of nonlinear hydrodynamics also for a
larger number of realisations of irregular sea states, as it can be required in opti-
mization or in fatigue predictions. BTE are standard engineering wave models, e.g.
[bosi2018spectral, 2, 147], used to predict nonlinear wave propagation in near-shore
and coastal areas. See [23] for an extensive recent review. These models are used
because of their computational ef�ciency and simplicity since the elimination of the
vertical dimension from the problem avoids the handling of the time-dependent do-
main caused by the moving free surface. However truncated surface-piercing bodies
are troublesome to handle by a depth-integrated wave model. In order to include
truncated bodies in depth-integrated hydrodynamic models methods such as pres-
sure patches [59], porosity layers [138] and slender ship approximations [33] have
been used. None of these approaches includes the actual body in the discretization.
The work of Jiang [96] on the `uni�ed' Boussinesq model is an exception. The tech-
nique proposed by Jiang is to decompose the problem domain into a free-surface and
a body domains. Importantly, Jiang modelled also the domain under the body with
a depth-integrated approach – hence the term `uni�ed'. In [111], Lannes has accu-
rately analysed a similar wave-body setting. In his work, Lannes included nonlinear
contributions using the nonlinear shallow water equations, thus extending the study
of John [97]. Moreover, he derived analytical and semi-analytical solutions for the
wave-body interaction problem in forced and decay motion, remaining within the
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traditional shallow water limit. The same method introduced by Lannes has been
discussed in [78] to solve `roofed', congested shallow water �ows.

1.2.2 Numerical methods

The description of the dynamics of WECs and waves through a mathematical
model involve solving a system of partial differential equations (PDEs). These are
solved with discretization schemes that approximate the original continuous model
and can be treated numerically. Several discretization and resolution strategies for
PDEs have been proposed [150], however we are going to focus on high order meth-
ods, which have a spatial accuracy of order equal or higher than three [180] and
are especially desirable for simulating �ows with smooth solutions and long time
integrations. We brie�y report the state of the art on high order methods. In [137,
165, 102, 172, 48], we have reviews of the state of the art of numerical models for
propagating waves; here we outline the most important ones.

One of the most common and historically the �rst method used to solve PDEs is
the �nite difference method (FDM). FDM approximates the derivatives over a dis-
crete grid using �nite differences, thus converting the PDE system into a system of
algebraic equation. The resolution of the new system is particularly well suited to be
solved numerically, hence the widespread of this method in numerical analysis [85].
Moreover high order resolution [117, 88, 163] and even spectral-like convergence
[115] can be reached. However, although regurlary used in several applications,
FDM presents some critical limitation. Xu et al. [190] points out that FDM are based
on uniform Cartesian grid which for simulation of practical problems can become a
disadvantage. Some methods, such as the coordinate transformation [46], have been
introduced to solve FDM on non-uniform meshes but it is not clear if they preserve
the accuracy and stability of the uniform original scheme. Moreover, it has been
shown [194] that high order �nite difference method present spurious solutions and
might become unstable, especially close to the boundaries either by pollution given
by a simpli�cation of the scheme [44, 32] or caused by the discretization grid [194].

An alternative method is the �nite element method (FEM) is based on a vari-
ational method of approximation of the PDE. The global domain is divided into a
mesh of sub-domains which we will refer to as elements in what follows and in each
elements are de�ned a set basis functions. The basis functions are systematically re-
combined to evaluate an approximation of the PDE's solution. The geometry of the
elements of the mesh is put in relation to the one of the reference element using the
Jacobian transformation matrix. Thanks to this approach, in principle the elements
of a mesh can be of any shape as the PDE is solved on the reference one, permitting
the simulation of very complex geometries. The Galerkin method [74] is generally
used in the FEM to solve differential equations. The Galerkin method is a special
case of the family of Weighted Residuals (WR) methods [40, 72] for which weighting
functions are the same as interpolation functions. Typically, the PDEs are solved in
their weak or variational formulation to reduce the requirement on differentiabil-
ity of the function. Note that the boundary conditions are included weakly in the
variational formulation of the system. In each element of the domain, a piecewise
polynomial function is set as basis for the interpolation and weighting of the solu-
tion. This permits to construct a linear matrix formulation of the problem that can
be solved with appropriate techniques [54].

The �nite volume method (FVM) [118, 177] is another common method, which
formulation allows the use of unstructured meshes and thus the accurate solution
of problems with complex geometry. A small �nite control volume surrounds each
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node, in the node-centered approach, or each cell, in the cell-centered approach, of
the computational discrete domain. The equations are integrated in the control vol-
ume and the �uxes are evaluated as surface integral on the interfaces. The FVM is
conservative since the �uxes entering a volume are identical to the ones leaving the
adjacent ones. Moreover, the method can handle discontinuous solutions. Several
�nite volume schemes exist according to whether they use structured [83, 152] or
unstructured [31, 171, 5] grids. However, the FVM might presents dif�culty in the
accurate de�nition of derivatives. The Taylor-expansion method from the FDM is
impossible since the computational grid is not necessarily orthogonal and equally
spaced. Also, high order derivatives can not be lowered in order such as in the FEM
method since FVM lacks of a mechanism like a weak formulation [184]. FVM is still
widely used and exist several approaches to implement high order precision: Lacor
et al. [109], for uniform Cartesian meshes had developed an implicit deconvolution
step method or high-order polynomial reconstructions in each cells such ENO (Es-
sentially Non-Oscillatory) and WENO (Weighted Essentially Non-Oscillatory) [162,
3] for either structured and unstructured grids.

If the construction of the elements and the polynomial basis functions of the FEM
method are based on orthogonal functions, the method can be turned into an arbi-
trarily high-order accurate Spectral/ hp-FEM method, also referred to as a Spectral
Element Method (SEM) [169, 145]. When the interpolating nodes of the elements
are positioned on the zeros of certain families of orthogonal function (Legendre or
Chebyshev polynomials), the SEM reaches the highest interpolation accuracy. An
advantage of the SEM over the other methods presented is that it permits the con-
vergence both in the h- and p-adaptivity sense. This means that it is possible to
re�ne the mesh, keeping the polynomial order constant ( h-adaptivity) and using
smaller elements to catch small-scale phenomena, or increase the polynomial order
(p-adaptivity) to achieve an ef�cient convergence over large-scale features. The hp-
adaptivity is a combination of the two types of adaptivity and it it can be employed
to achieve optimal convergence [13]. The word "spectral" of the spectral/ hp-FEM
suggests the high order convergence rate of the method, that with the right choice of
quadrature points and interpolating functions can be exponentially fast. The adap-
tivity to complex geometry, the fast convergence and the ef�ciency that results ex-
ploiting unstructured meshes with non constant polynomial order make the SEM
a powerful method and it is gaining increasing interest in the �eld of CFD [99]. A
recent review on the SEM is given in [191].

Boundary elements methods (BEM) [21, 77] have emerged as a powerful alter-
native to FEM and FDM, particularly in cases where where the domain extends to
in�nity. With BEM we denote any method for that approximates numerical solu-
tion of boundary integral equations by equations with known and unknown bound-
ary states. Hence, it only requires discretization of the surface rather than the vol-
ume, i.e., the dimension of problems is reduced by one. Consequently, the necessary
discretization effort is mostly much smaller and, moreover, meshes can easily be
generated and design changes do not require a complete remeshing. The BEM is
extensively used in the study of nonlinear ocean wave dynamics and wave-body in-
teractions hydrodynamics [130]. In particular, BEM has been employed to solve the
problem with �xed bodies as �oating pontoon in coastal areas [187, 186] and refrac-
tion/diffraction problems with body that extends troughout the water column [174,
195], as well as moving bodies: [122], for example, shows results for forced motion
bodies while free �oating bodies had been presented in numerous studies [170, 34,
189, 16].

Because of the characteristics of fast convergence, adaptivity and ef�ciency, the
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spectral/ hp-FEM has been adopted in resolution of the mathematical models pre-
sented in this thesis. The spectral/ hp-FEM has been successfully used in the sim-
ulation of complex �ows [103, 161] and in a number of other applications and in
particular oceanographic modelling [38, 135, 28]. High ef�ciency and accuracy is
reached in the simulation of fully nonlinear �ows [80, 55] and weakly nonlinear
Boussinesq �ows [60]. More importantly, in recent years, spectral/ hp-FEM has been
used in wave-body interaction problems: results for a wave scattered by a structure
that extends to the seabed are presented for example in [60]. The case of truncated
structures has been studied in [58, 57, 114] for �xed structures, while the simulations
of free heaving structures has been been presented in [64, 20, 134, 166].

1.3 Outline of the manuscript

This thesis, whithin the MIDWEST project [132], aims to develop computation-
ally ef�cient nonlinear models for the interaction between water waves and �oating
bodies in shallow water regimes. Although the model is not limited to applications
in marine renewable energy, the rationale for developing a medium �delity wave-
body model is found in the present state of modelling WECs in nearshore waters.
As discussed in section 1.2, the simulation of WEC is commonly based either on
LPF models, that are ef�cient but proven to be too simplistic, or VOF-RANS mod-
els, that are often too computationally expensive to be used in many applications
whether very precise. Thus, we have focused on medium �delity model, to combine
ef�ciency and precision. The interest on fast and precise model for wave-body in-
teraction arises not only from the simulation of WEC but several application from
coastal or naval engineering. The model proposed can be applied for example to
the interaction of waves and ships [43]. Moreover, this interaction is the one cre-
ated in ports or shallow channels and in lagoons by ships and the study of this can
be of interest on their design or on the management of navigation and traf�c [17].
Floating waves attenuators or breakwater devices are other �elds of interest. These
are �oating structures, which provide protection from external waves to facilities
nearshore such as small marinas, harbours or delicate coastal environment and they
have proved to be reliable in many cases and substantially cheaper than the tradi-
tional ones, particularly in case of deep (more than 6 meters) or unstable seabed.
They can be easily moved, rearranged and have a lower ecological impact. The eval-
uation of their effectiveness and design presents some interesting challenges since
intense nonlinearities, wave breaking and over-topping effects arise from the inter-
action of the attenuator and the shallow water waves [126, 107, 127].

The MIDWEST project [132] objective is to develop a multi-�delity tools that
combines wave models of different �delity, from LPF to RANS VOF models. Fol-
lowing these requirements, we have proposed a depth-integrated uni�ed Boussi-
nesq model for nonlinear wave-body interaction based on the uni�ed approach in-
troduced by Jiang [96]. Adapting the original idea in terms of governing equations
and discretizations, we employ a spectral/ hp �nite element method for the simula-
tion of nonlinear and dispersive waves interacting with �xed and heaving bodies. In
particular, we employ the continuous spectral/ hp element method [99] inside each
domain, and implement �ux-based coupling conditions between domains in line
with the discontinuous Galerkin spectral/ hp element method [37]. This results in a
new ef�cient and accurate model that simulates the wave propagation and the non-
linear interaction of waves with �xed and heaving bodies. However, as all models
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based on Boussinesq-type equations, the model is limited to shallow and interme-
diate depth regimes. The use of spectral/ hp elements gives support for the use of
adaptive meshes for geometric �exibility and high-order accurate approximations
makes the scheme computationally ef�cient. The current study presents the under-
lying formulation of the method as well as veri�cation and validation of the numer-
ical model.

This work is structured as follows. In section 2.2 we derive and present the gov-
erning equations based on the enhanced Boussinesq-type equations of Madsen and
Sørensen [124]. The equations for body domain are de�ned and their properties are
shown. Furthermore, in section 2.6, we illustrate the types of interactions that we
are going to analyse. The 1D numerical discretisation in space and time is described
in chapter 3. In particular we discuss the formulation and the coupling between free
surface domain and the body constrained domain (sections 3.3 – 3.5), the spectral
element method, the time discretization and the acceleration equation for the body
motion in sections 3.2, 3.4 and 3.5. Chapter 4 shows the results of the 1D model: 4.1
presents a convergence study; section 4.2 compares the numerical results of the hy-
drostatic case to analytical and semi-analytical solutions. We have validated the non
hydrostatic 1D model against cases found in literature, in particular 4.3 shows the
results for a �xed pontoon while the heaving body test cases are presented in sec-
tion 4.4, �rst the single heaving body results are compared against LPF and RANS
simulations, then a proof-of-concept with two bodies in series is shown. The model
is expanded to two dimensions in chapter 5, following the same scheme of the 1D
derivation and chapter 6 displays the 2D results. Finally, we have implemented
a latching control technique on the body movement in chapter 7. This technique
controls the movement of the body to improve the response to the wave swell in
resonance conditions. Conclusions and follow up are in chapter 8.

1.4 Main contribution

The proposed wave-body extension of Boussinesq-type equations for wave-induced
motions is new to the wave energy sector and the numerical implementation will
use state-of-the-art methods from scienti�c computing in order to achieve maximal
computational ef�ciency. This is a clear step forward compared to the linear hy-
drodynamic models used today. Boussinesq models have an application window
in terms of dispersion and nonlinearity, making them mainly applicable in the shal-
low/intermediate depth region. However, the application window can in the future
be extended further into the deep water region by considering more nonlinear and
dispersive terms, at the cost of more complex equations and somewhat more costly
computations. The project will provide tools that can yield more reliable estimates
of predicted body movement response to the wave excitation which it will be linked
to the power production and loads on the WEC and ultimately to a better estimation
of the cost of energy.

A fundamental aspect of the project has been also the use of spectral/hpelement
method in the numerical discretization of the model. Although the other methods,
such as BEM or FEM, are more common in the discretization of wave-body interac-
tion problems, SEM has a great accuracy without compromising the ef�ciency of the
computations, reaching the same precision as the other methods but at a fraction of
the cost and memory.

Peer reviewed journals and conference proceedings:
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Governing equation
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2.1 Introduction

In the coastal and marine engineering community, the mathematical modelling
of waves has gained an important place to complement the more expensive and
time consuming physical experiments. This is also true for the studies of wave en-
ergy converters (WECs). As discussed in the introduction, wave body interactions
can be simulated using either linear models, weakly or fully nonlinear potential ap-
proximations, and VOF-RANS type models (NS in the following). However, for the
design of WECs nonlinear effects play a non negligible role. This makes the lin-
ear models inappropriate to account for some phenomena. On the opposite, fully
nonlinear, three dimensional NS equations can well reproduce the fully nonlinear,
dispersive effects, as well as those related to vorticity and viscous dissipation. They
remain however too computationally costly, in spite of the continuous evolution and
growth in computer power. Potential models provide an intermediate compromise.
They have the capability to account for full nonlinear and dispersive effects. How-
ever, the development of ef�cient and accurate formulations for wave interacting
with moving water piercing bodies is still a subject of research. For near-shore as
well as in relatively deep waters, the coastal engineering community has used for
a long time asymptotic depth-averaged approximations. Following this approach,
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our aim in this work is to use Boussinesq-type equations for wave-body interac-
tion. Boussinesq equations are a family of approximation of the incompressible Eu-
ler equations. These equations can be derived from the Euler's equations by combin-
ing a depth averaging procedure with asymptotic expansions. These expansions are
expressed in terms of two main dimensionless parameters. The �rst is the dispersion
parameter m

m= kh, with kl = 2p , (2.1)

where h is the reference water depth, l the wavelength and k the wave number.
Clearly, in shallow waters, or for very long waves this parameter can be assumed to
be small. Depending on the order of magnitude assumed for m, one can obtain ap-
proximations with different application windows. The simplest models is obtained
by considering a zeroth order approximation, which provides the well known hy-
drostatic Nonlinear Shallow Water (NSW) model. This model gives a good represen-
tation of nonlinear waves as long as the dispersion parameter remains m� p /20. To
account for the effects of shorter waves, higher order correction terms can be added.
When doing so is customary to distinguish waves for which these effects are weakly
or fully nonlinear. This is done introducing the nonlinearity parameter #

#=
A
h

, (2.2)

with A the wave amplitude. For fully non-linear models e � 1, while weakly non-
linear models are obtained under the hypothesis that

# � m2 < 1. (2.3)

In this chapter, we will follow this derivation procedure to arrive at the depth
averaged approximations used in our numerical simulations. We will repeat the for-
mal derivation in one space dimension. The multi-dimensional extension will be
discussed, without formal derivation, in chapter 5. The derivation is done following
the uni�ed approach initially introduced by Jiang [96]. In this approach the domain
is divided in two regions: Ww, the outer or free surface domain and Wb, the area
under the body. We will only consider con�gurations in which the water-body in-
terface corresponds to a straight vertical wall. This avoids having to deal with the
triple point water-air-body and track its position. Moreover, only heave motion is
allowed to simplify the model and to reproduce the most relevant motion for point
absorber WECs. Besides the model derivation, we also discuss additional elements
as the conservation of energy, the �ow coupling between the different domains. and
the construction of analytical or semi-analytical solutions.

This chapter is organized as followed. Section 2.2 considers the derivation of the
free surface and the body equations. In particular, we consider the coupling of the
free surface and body domains in section 2.2.3. In section 2.3, we discuss the added
mass evaluation in case of free �oating bodies. A short summary of the model is
presented in section 2.4. Finally, in sections 2.5 and 2.6 we discuss the generation and
absorption of waves and some analytical solution for the wave-body interaction.
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FIGURE 2.1 – 1D setup of the free surface problem.

2.2 Derivation of Boussinesq equations

2.2.1 Free surface domain

We start by introducing the notation that is going to be used throughout all the
thesis. The model for the free surface problem is going to be presented and de-
rived in two dimensions (x, z) (one horizontal plus vertical), however the procedure
is general [112]. Multidimensional expansion will be considered, however without
derivation, in chapter 5. The free surface domain is denoted as Ww. As shown in �g-
ure 2.1, we consider a Cartesian coordinate system. We recall that the characteristic
scales for the �ow are the wave amplitude A, wavelength l and wave period T. The
bathymetry is denoted by b(x). The water depth d(x, t) is the main unknown in the
outer domain and it is de�ned as

d(x, t) = h0 + h(x, t) � b(x) (2.4)

where h(x, t) is the free surface elevation. We de�ne the parameters of reference still
water depth h0 and still water depth hb(x) = h0 � b(x). The remaining unknowns
are the vertical velocity w(x, z, t), the horizontal velocity u(x, z, t) and the pressure
p(x, z, t).

Considering the water as a �uid with constant density r w and neglecting the
effects of the free surface tension and viscosity, the �ow dynamics can be described
by the free surface incompressible Euler's equations. The system equations are the
conservation of mass equation

ux + wz = 0, (2.5)

and the conservation of momentum equations

(
ut + uux + wuz + 1

r w
px = 0,

wt + uwx + wwz + 1
r w

pz + g = 0.
(2.6)

where the subscripts (�)x, (�)z and (�) t represent respectively the derivative in the x
direction, z direction and time.
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The boundary condition at the free surface, often called the kinematiccondition,
is:

w f = dt + u f dx, z = b+ d, (2.7)

where we have de�ned u f = u(x, b+ d, t) and w f = w(x, b+ d, t), the values of the
velocities at the free surface. Thedynamiccondition is the boundary condition of the
pressure at the free surface:

pf � pair = 0, z = b+ d. (2.8)

Commonly, the atmospheric pressure is assumed to be constant. We can thus replace
the pressure p by its relative value

P = p � pair, (2.9)

verifying the boundary condition P f = 0. At seabed level z = b, we have the
impermeability condition, which is similar to the kinematic free surface condition
and reads in general

ws = bt + usbx = usbx, z = b, (2.10)

where us = u(x, b, t) and ws = w(x, b, t) are the values of the velocities at the seabed,
and where the second equality is a consequence of having assumedbt = 0. Finally,
the models considered in this work are obtained under the hypothesis of irrotational
�ow which in 1D reads

uz = wx. (2.11)

Dimensional analysis

We introduce here the nondimensional form of the problem. This is done as a
�rst step toward the simpli�cation of the Euler's equations. The nondimensional
variables are evaluated dividing all the physical quantities by a set of selected ref-
erence scales for mass, time, length, �ow speed and pressure. The parameters of
dispersion m(2.1) and nonlinearity #(2.2) naturally appear in this process. We have
the following de�nitions.

De�nition 1. We de�ne the nondimensional variables as

t̃ = m

p
gh0

h0
t, x̃ =

m
h0

x, z̃ =
z
h0

, h̃( x̃) =
h(x)
h0

= 1, h̃( x̃, t̃) =
h(x, t)

#h0
,

d̃( x̃, t̃) = #h̃( x̃, t̃) + h̃ = #h̃ + 1 =
d(x, t)

h0
, P̃ =

1
#gh0

p � pair

r w

ũ =
1

#
p

gh0
u, q̃ = d̃ũ, w̃ =

m

#
p

gh0
w, g̃ = 1.

(2.12)

We also introduce the nonlinearity bathymetry parameter

b =
b0

h0
,

where b0 is the characteristic variation of the bathymetry. Thus, we de�ne the non-dimensional
bathymetry

b̃( x̃) =
b(x)
bh0

=
b(x)
b0

. (2.13)
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Dropping the tilde notation, we write the incompressible Euler's equations in
dimensionless form as:

m2ux + wz = 0, (2.14a)

ut + #
�

uux +
1
m2 wuz

�
+ P x = 0, (2.14b)

wt + #
�

uwx +
1
m2 wwz

�
+ P z + 1 = 0. (2.14c)

The nondimensional boundary conditions and irrotationality constraint can be writ-
ten as

m2 �
ht + #u f hx

�
� w f = 0 at z = 1 + #h, (2.15a)

P = 0 at z = 1 + #h, (2.15b)

bm2usbx � ws = 0 at z = bb. (2.15c)

uz = wx. (2.15d)

Depth averaging and asymptotic analysis

We are going to derive the asymptotic approximations of the Euler equations in
terms of depth averaged quantities. We will in particular see the evolution equations
for the free surface level h and depth d, as well as for the depth averaged velocity
ū(x, t):

ū =
1

1 + #h� bb

Z 1+ #h

bb
udz. (2.16)

A variable playing a major role is also the volume �ux q

q :=
Z 1+ #h

bb
udz = ( 1 + #h� bb)ū

One of the main tools used in the following analysis and reported here for complete-
ness is the well known Leibnitz's integration rule, reading:

� Z x(x)

z(x)
f (x, z)dz

�

x
=

Z x(x)

z(x)
fx(x, z)dz+ xx(x) f (x, x(x)) � zx(x) f (x, z(x)) , (2.17)

where f , z and x and continuous, differentiable functions.

Water elevation equation. Integrating over the water depth eq.(2.14a), we obtain:

Z 1+ #h

bb
(m2ux + wz)dz = 0. (2.18)

Applying Leibnitz rule, it can be recast as

w f � ws +
� Z 1+ #h

bb
m2udz

�

x
+ bm2bxus � m2#hxu f = 0. (2.19)

Substituting the kinetic and dynamic conditions eqs. (2.15a) and (2.15c) to w f and ws

and using the de�nition of the depth averaged velocity eq. (2.16):

ht + ( dū)x = 0 (2.20)
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or equivalently
ht + qx = 0 (2.21)

This is commonly called non-dimensional mass equationor continuity equationand it
represents the conservation of volume (or equivalently mass) of water in the domain.
The mass equation is exact and is a direct consequence of combination of volume
conservation with the boundary conditions of the Euler's equations.

To obtain an evolution equation for the depth averaged horizontal velocity ū, we
integrate eq. (2.14b) over the depth:

Z 1+ #h

bb

�
ut + #

�
uux +

1
m2 wuz

�
+ P x

�
dz = 0. (2.22)

Evaluating each terms separately:

Z 1+ #h

bb
utdz

eq. (2.17)
z}|{
=

� Z 1+ #h

bb
udz

�

t
� #htu f + bbtus =

� Z 1+ #h

bb
udz

�

t
� #htu f ,

Z 1+ #h

bb

�
u2

2

�

x
dz

eq. (2.17)
z}|{
=

� Z 1+ #h

bb

�
u2

2

�
dz

�

x
� #hx

u2
f

2
+ bbx

u2
b

2
,

Z 1+ #h

bb
uzwdz = uwj1+ #h

bb �
Z 1+ #h

bb
uwzdz =

eq. (2.14a)
z}|{
= u f w f � usws + m2

Z 1+ #h

bb

�
u2

2

�

x
dz

eqs. (2.15a), (2.15c)
z}|{
= m2 �

htu f + #hxu f
�

+ bm2bxus + m2
Z 1+ #h

bb

�
u2

2

�

x
dz,

Z 1+ #h

bb
P xdz

eq. (2.17)
z}|{
=

� Z 1+ #h

bb
P dz

�

x
� #hxP f + bbxP s

eq. (2.15b)
z}|{
=

� Z 1+ #h

bb
P dz

�

x
+ bbxP s.

(2.23)
where P s = p(z = b) is the pressure at the seabed. Collecting all the terms and
simplifying, we obtain

(dū) t + #(dū2)x + ( dP )x + bbxP s = 0, (2.24)

having introduced the depth averaged pressure P

P =
1

1 + #h� bb

Z 1+ #h

bb
P dz.

Eq. (2.24) is called themomentumequation and with eq. (2.20), they constitute the
building blocks for all the asymptotic systems that we are going to presents.

Asymptotic velocity pro�les. Starting from eq. (2.14a), we are going to derive the
expression for the vertical and horizontal velocity components in function of the
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depth averaged horizontal velocity. We start by integrating eq. (2.14a) from the bot-
tom to a generic depth z:

w(z)
eq. (2.17)
z}|{
= ws � m2

�� Z z

bb
udz

�

x
� bbxus

�

eq. (2.15c)
z}|{
= � m2

� Z z

bb
udz

�

x
.

(2.25)

Similarly, integrating the irrotationality condition and using eq. (2.25) leads to

u(z) = us +
Z z

bb
wxdz = us � m2

Z z

bb

� Z z

bb
udz

�

xx
dz. (2.26)

We can now express the vertical velocity in terms of the bottom horizontal velocity
by substituting eq. (2.26) into eq. (2.25), leading to the O(m4) estimate:

w(z) = � m2
� Z z

bb
usdz

�

x
+ O(m4) = � m2(us(z � bb)) x + O(m4), (2.27)

while for the horizontal velocity, integrating again the irrotationality condition, we
can now improve the estimate as follows:

u(z) = us � m2
Z z

bb
(us(z � bb)) xxdz+ O(m4)

= us � m2
�

(us)xx

Z z

bb
(z � bb)dz � us

Z z

bb
bbxxdz

�
+ O(m4)

= us � m2
�

(us)xx
(z � bb)2

2
dz � busbxx(z � bb)

�
+ O(m4).

(2.28)

The depth averaged velocity can be now expressed as a function of the seabed ve-
locity us using eq. (2.28):

ū =
1

1 + #h� bb

Z 1+ #h

bb
udz = us � m2

�
(us)xx

d3

6
dz � busbxx

d2

2

�
+ O(m4). (2.29)

Note that within O(m2), we have a simple relation between the bottom velocity and
the depth averaged one

ū = us + O(m2). (2.30)

This can be used to invert eq. (2.29) leading to:

us = ū � m2
�

ūxx
d3

6
� būbxx

d2

2

�
+ O(m4). (2.31)

We can, �nally, express the horizontal and vertical velocity pro�les only in terms of
the depth averaged velocity as

u(z) = ū � m2
�

ūxx

�
(z � b)2

2
�

d2

6

�
+ būbxx

�
d
2

� z + bb
��

+ O(m4), (2.32)

w(z) = � m2 (ū(z � bb))x + O(m4). (2.33)
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Evaluation of nonlinear term. To be able to use eq. (2.24) to de�ne the approxi-
mated systems, we want to express every term dependent on the depth averaged
velocity. The nonlinear term ū2 at precision O(m4) becomes

ū2 =
1
d

Z 1+ #h

bb
u2dz

=
1
d

Z 1+ #h

bb

�
ū � m2

�
ū

�
(z � bb)2

2
�

d2

6

�
+ būbxx

�
d
2

� z + bb
��� 2

dz+ O(m4)

= ū2 + O(m4).
(2.34)

Asymptotic pressure pro�le. The pressure is evaluated integrating from depth z
to the free surface 1+ #heq. (2.14c)

P (z) = ( 1 + #h� z) +
Z 1+ #h

z
wtdz+ #

Z 1+ #h

z
uwxdz+

#
m2

Z 1+ #h

z
wwzdz. (2.35)

evaluating each integral separately, we get:

Z 1+ #h

z
wtdz

eq. (2.33)
z}|{
= � m2

Z 1+ #h

z

�
(ū(z � bb))x + O(m2)

�
t dz

= � m2
Z 1+ #h

z
(ūx(z � bb) � būbx) t dz+ O(#m4)

= � m2
�
ūxt

�
d2

2
�

(z � bb)2

2

�
� būtbx(1 + #h� z)

�
+ O(#m4),

Z 1+ #h

z
uwxdz

eqs. (2.33),(2.32)
z}|{
= � m2

Z 1+ #h

z
(ū + O(m2))

�
(ū(z � bb)) x + O(m2)

�
x dz

= � m2ū
Z 1+ #h

z
(ū(z � bb))xx dz+ O(#m4)

= � m2ūūxx

�
d2

2
�

(z � bb)2

2

�

+ m2ū(2būxbx + ūbxx)(1 + #h� z) + O(#m4),

+
Z 1+ #h

z

�
w2

2

�

z
dz

eq. (2.33)
z}|{
=

m4

2

Z 1+ #h

z

�
(ū(z � bb)) x + O(m2)

� 2
z dz

=
m4

2

Z 1+ #h

z
(ūx(z � bb) � būbx)2

z dz+ O(#m4)

= m4
Z 1+ #h

z
(ūx(ū(z � bb)) x)z dz+ O(#m4)

= m4
�
ū2

x

�
d2

2
�

(z � bb)2

2

�
� būūxbx(1 + #h� z)

�
+ O(#m4),

(2.36)
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the pressure at depth z can thus be expressed within O(#m4) as

P (z) = ( 1 + #h� z) � m2
�
ūxt

�
d2

2
�

(z � bb)2

2

�
� būtbx(1 + #h� z)

�

� #m2ū
�
ūxx

�
d2

2
�

(z � bb)2

2

�
� (2būxbx + būbxx)(1 + #h� z)

�

+ #m2
�
ū2

x

�
d2

2
�

(z � bb)2

2

�
� būūxbx(1 + #h� z)

�
+ O(#m4).

(2.37)

This pro�le can be integrated to derive an explicit expression for the depth averaged
pressure. The result is

dP =
d2

2
� m2

�
ūxt

d3

3
� būtbx

d2

2

�

� #m2ū
�

ūxx
d3

3
� b(2ūxbx + ūbxx)

d2

2

�

+ #m2
�

ū2
x
d3

3
� būūxbx

d2

2

�
+ O(#m4).

(2.38)

Eq. (2.37) permits to evaluate also an expression for the pressure at the seabed
P s:

P s = P (z = bb) = d � m2
�

ūxt
d2

2
� būtbxd

�
+ O(m4, #m2). (2.39)

In this work we have focused on the interaction between free surface waves and
�xed or moving bodies. For this reason, the effects of a variable bathymetry have
been neglected, even though, away from dry areas, including them can be done
without major challenges [62, 144]. For this reason, the models used in the simula-
tions are obtained under the assumption

b(x) = b0 = 0. (2.40)

Thus the terms dependent on the bathymetry, i.e. bbxP z, are neglected.

Nonlinear shallow water equations

The �rst and simplest approximation of the Euler's equations that can be de-
rived is the nonlinear shallow water model (NSW). The approximation hypothesis
on which this model is based on is # � 1 and m2 � 1, such that all the terms of
order O(m2) or higher can be neglected. Substituting the eqs. (2.34) and (2.38) into
the equation for horizontal velocity eq. (2.24), the NSW nondimensional system of
equations reads:

dt + ( dū)x = 0,

(dū) t + #(dū2)x + ddx = O(m2).
(2.41)

Going back to dimensional variables and using the depth averaged �ux q̄ = dū, the
dimensional NSW is

dt + q̄x = 0, (2.42a)

q̄t +
�

q̄2

d

�

x
+ gddx = 0. (2.42b)
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We remark that the system can also be expressed in terms of water level and velocity
by simple manipulations.

Total pressure formulation. For later use, we introduce here the de�nition of hy-
drostatic pressure P = gd so that we can rewrite eqs. (2.42) as

Pt + gq̄x = 0, (2.43a)

q̄t +
�

q̄2

d

�

x
+ dPx = 0. (2.43b)

Weakly-nonlinear Boussinesq-type models

Boussinesq models with improved dispersion characteristics can be derived in-
cluding higher order terms of the asymptotic development. In this work, we will
focus on the so-called weakly-nonlinear models, based on the following assump-
tion:

m2 � 1, # � 1 and b � 1 ! # � m2 and b � m2.

These hypotheses lead to models for which only the shallow water component is
fully nonlinear, while the dispersive corrections only involve linear operators. In
practice, we will neglet the terms of order O(#m2, bm2, m4) and higher.

Several models can be derived within the assumption of weak nonlinearity, for
example the model of Peregrine [147] or Abbott [2], or the enhanced models by Mad-
sen and Sørensen [124] and Nwogu [140]. These models involve a set of two PDEs,
one that describes the conservation of the mass and one the conservation of mo-
mentum. In this work, we have considered the Abbott model and the Madsen and
Sørensen model in the amplitude-�ux formulation.

Abbott model

The nondimensional Abbott model is obtained substituting eqs. (2.34) and (2.38)
into eq. (2.24) and neglecting all the terms of order O(em2, m4). Recalling the b(x) =
0, we obtain

dt + ( dū)x = 0,

(dū) t + #(dū2)x + gddx = m2
�

d3

3
ūxt

�

x
+ O(#m2, m4).

(2.44)

Using the fact that d = 1 + #h, we can manipulate the dispersive term as

m2
�

d3

3
ūxt

�

x
= m2

�
(1 + #h)3

3
ūxt

�

x
= m21

3
(dūxt )x + O(#m2, m4). (2.45)

Proceeding similarly, we also have

m2(dūxt )x = m2(dū)xxt + O(#m2, m4). (2.46)

As a consequence, within the same asymptotic accuracy, we can write

dt + q̄x = 0,

q̄t +
�

q̄2

d

�

x
+ gddx =

h2
0

3
q̄xxt ,

(2.47)
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which is normally known as Abbott model [71].
As for the NSW model, we can write the Abbott eqs. (2.47) in terms of P = gd

and �ux as
Pt + gq̄x = 0,

q̄t +
�

q̄2

d

�

x
+ dPx �

h2
0

3
q̄xxt = 0.

(2.48)

Madsen and Sørensen model

The model developed by Madsen and Sørensen (MS) [124] is a variant of the Ab-
bott model (2.47) with an enhanced linear dispersion relation. To obtain this model,
we �rst add and subtract to the nondimensional momentum equation the quantity

m2h̃0
2
aMSq̄xxt , where aMS is a free tuning parameter:

q̄t + #
�

q̄2

d

�

x
+ ddx � m2

 
h̃0

2

3
q̄xxt + aMSh̃0

2
q̄xxt � aMSh̃0

2
q̄xxt

!

= 0. (2.49)

From the de�nition of non-dimensional depth d = h̃0 + O(#), we can use eq. (2.49)
to �nd that

q̄t = � h̃0dx + O(#, m2). (2.50)

This term is used in eq. (2.49) to replace the term aMSq̄xxt with � aMSh̃0dxxx. The
dimensional MS model [124] resulting is:

dt + q̄x = 0,

q̄t +
�

q̄2

d

�

x
+ gddx = Bh2

0qxxt � aMSgh3
0dxxx

(2.51)

where B = 1/3 � aMS. The free parameter aMS, allows to improve the linear disper-
sion properties. Notice that if we set aMS = 0 the MS model reduces exactly to the
Abbott one.

As before, we report the model expression in terms of P = gdand �ux, given by

Pt + gq̄x = 0,

q̄t +
�

q̄2

d

�

x
+ dPx = Bh2

0qxxt � aMSh3
0Pxxx.

(2.52)

Within the same asymptotic accuracy, we can replace in the dispersion correc-
tions the reference depth h0 with the instantaneous water depth d(x, t). This allows
to factor the operators

L B(�) = ( 1 � Bh2
0¶xx)( �), Bd

a(�) = d¶x(1 + aMSh2
0¶xx)( �), (2.53)

such that the MS eqs. (2.52) can be written as

Pt + gq̄x = 0,

L B(q̄t ) +
�

q̄2

d

�

x
+ Bd

a(P) = 0.
(2.54)
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Linear dispersion properties

The linear dispersion properties of a model are often expressed by the phase
velocity c that the model describes. The phase velocity of a wave is the rate at which
any frequency component of the wave travels in space and it is related to the wave
angular frequency w and the wave number k:

c =
w
k

. (2.55)

The phase velocity of a model is computed from the Fourier analysis of the linear
version of the equations. In particular, the phase and dissipation of the model are
the solution of the algebraic compatibility equations obtained when assuming a so-
lution:

d(x, t) = d0ent+ ikx, ū(x, t) = u0ent+ ikx, (2.56)

where n = x + iw with x the dissipation rate and w the angular frequency (2.55).
Note that for the Euler equations the well known Airy theory [112, 49] shows that
waves propagate on a static background with depth h0 with an angular frequency
that has a strong nonlinear dependence on the wavenumber :

w2
Airy = gh0k2 tanh(kh0)

kh0
(2.57)

NSW model. We start by considering the linearized form of the equations, assum-
ing a static background:

dt + h0ux = 0,

ut + gdx = 0.
(2.58)

Inserting the signals (2.56), the resulting system reads:

nd0 + ikh0u0 = 0,

nu0 + igkd0 = 0.
(2.59)

Solving the complex eigenvalue problem:

�
n ikh0

igk n

� �
d0

u0

�
= 0, (2.60)

we have
x = 0, w2 = k2gh0. (2.61)

This result is the well known result that the celerity of hydrostastic shallow water
waves is

c2
NSW = gh0. (2.62)

Note that the celerity is independent on the wavenumber, which means that all fre-
quencies are transported at the same speed. As a consequence no frequency disper-
sion is accounted for by the model.

Abbott model. We proceed as before, and consider a linearization around the static
state of the system (2.48)

dt + h0ūx = 0,

ūt + gdx �
h2

0

3
ūxxt = 0.

(2.63)
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In this case, the matrix associated to the Fourier analysis is

�
n ih0k

igk (1 + f 2/3 )n

�
, (2.64)

having set f = kh0. Solving in terms of n shows that the Abbot model has the
following spectral properties:

x = 0 , w2 = k2ch0
1

1 + f 2/3
(2.65)

As for the NSW equations we �nd no damping, and we can readily evaluate the
phase velocity :

c2
Abbott = gh0

1
1 + f 2/3

. (2.66)

As we can see, in this case both the angular frequency and the phase velocity de-
pend on the wave number. The Abbot system is thus able to account for frequency
dispersion at leading order. However, the phase has a much simpler expression than
the exact one (2.57). We will shortly see how large is the error.

Madsen and Sørensen model. Linearizing the MS eqs. (2.51), we obtain

dt + h0ūx = 0,

ūt + gdx � h2
0Būxxt + gaMSh2

0dxxx = 0.
(2.67)

The matrix associated to the Fourier analysis is now

�
n ih0k

igk(1 + aMSf 2) (1 + Bf 2)n

�
(2.68)

Solving in terms of n shows that the MS model has the following spectral properties:

x = 0 , w2 = k2ch0
1 + aMSf 2

1 + Bf 2 (2.69)

Again we �nd no damping, and we can readily evaluate the phase velocity :

c2
MS = gh0

1 + aMSf 2

1 + Bf 2 . (2.70)

Note that this expression allows to calibrate the result by appropriately choosing
aMS. The phase speed of the Abbot model is recovered for aMS = 0.

Phase error and window of application The phase speed of the different modes
can be compared to the one obtained from (2.57) reading:

c2
Airy = gh0

tanh(f )
f

(2.71)
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The accuracy of each model can be evaluated computing the relative error of the
phase velocities on the Airy phase velocity cAiry :

err =
c � cAiry

cAiry
. (2.72)
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FIGURE 2.2 – Phase velocity error wrt the Airy theory. NSW model in
blue, Abbott model in black and MS model with a = � 1/15 in red.

From �gure 2.2, the lack of accuracy of the NSW becomes apparent: we see that
the error becomes greater than 5% already for waves of kh0 � 0.6. The Abbott
model improves the description of dispersive waves, w.r.t. the Airy theory, reaching
the limit of err > 5% for wave numbers higher than f > 1.9, so for deep water or
equivalent steep short wave. In case of the MS model, we have the possibility to
improve the linear dispersion properties tuning the free parameter a. In particular,
the Padé approximation for the dispersion relation can be reached for a = 1/15
[124]. The �gure 2.2 shows that the error in the phase velocity of the MS model
with a = 1/15 remains err < 3% in all the range of wave numbers considered in
�gure 2.2, pushing the windows of application of the model to kh0 > p . This value
is known as the limit below the so called deep water region. The range of wave
numbers kh0 = [ 0,p ] cover the shallow water and near shore region.

2.2.2 Body domain

We now consider the �ow in the region below a �xed or moving body. The
corresponding horizontal domain is denoted by Wb. Neglecting again the viscous
effects, the �ow can still be modelled with the Euler equations.

The Euler system is now considered on a domain de�ned by Wb times the ver-
tical region between the body and the seabed (see �gure 2.3). Some of the physical
quantities involved have however a different behaviour. For example, the water col-
umn height d is now only indirectly related to the wave dynamics. For �xed bodies,
or bodies in forced motion, the value of d is actually a given value, acting as a con-
straint. We have in particular that now this value can be de�ned as (see �gure 2.3)

d(x, t) = h0 � D0 � b(x) + q(x) + z(t), (2.73)

where D0 is an initial draft of the body form a reference position, q(x) represents
the geometrical pro�le of the body and z(t) the instantaneous draft variation on D0.
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FIGURE 2.3 – 1D setup of the body problem.

The last term measures the amplitude of vertical oscillation of the structure. For
simplicity we set now

h(x, t) = z(t) + q(x) and h0 � D0 = d0. (2.74)

We also de�ne the position of the center of gravity of the body as zcog.

Hypothesis 1. In the view of a uni�ed derivation, we assume that the same scaling used for
the outer domain as well as the same dimensionless equations also apply in the body domain.

In particular, relation (2.74) can be written in dimensionless form as

d̃ =
d
h0

= d̃0 + #h̃ � b̃(x).

with d̃0 = 1 � D0/ h0.
Under these assumptions, we can still write the Euler equations as in (2.14).

However now the domain of de�nition, as well as the boundary conditions are dif-
ferent. We have in particular:

m2 �
ht + #u f hx

�
� w f = 0 at z = d0 + #h, (2.75a)

P = P b(x, t) at z = d0 + #h, (2.75b)

bm2usbx � ws = 0 at z = b. (2.75c)

uz = wx. (2.75d)

where P b is the pressure on the body surface, relative to the atmospheric one. Note
that here there is a major difference between the free surface domain and the body
domain. In the �rst, the surface pressure is a given constant. Under the body, not
only P b is not given, but it is a major unknown of the problem.

We derive now the asymptotic depth averaged equations. The asymptotic devel-
opment of the body model follows the same steps of the free surface presented in
section 2.2.1 and we report here only the main differences.

The mass equation for Wb is again:

dt + q̄x = 0, (2.76)

which is still an exact equation
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As for the free surface domain, the equation that describes the dynamic of the
depth averaged horizontal velocity is obtained integrating eq. (2.14b) over the water
depth:

Z d0+ #h

bb

�
ut + #

�
uux +

1
m2 wuz

�
+ px

�
dz = 0. (2.77)

The integration of ut , uux and wuz provides the same results found for the free sur-
face domain. However, integrating the pressure, we have:

Z do+ #h

bb
P xdz

using eq. (2.17)
z}|{
=

� Z d0+ #h

bb
pdz

�

x
� #hxP b + bbxP s. (2.78)

As before, we have de�ned P s = P (z = bb), is the pressure at the seabed. The
depth averaged momentum equation now reads

(dū) t + #(dū2)x + (dp̄)x � #hxP b + bbxP s = 0. (2.79)

We discuss here each term composing eq. (2.79).

Asymptotic velocity pro�le. The asymptotic pro�le of the velocities w(z) and u(z)
approximated at order O(m4) are identical eqs. (2.32) and (2.33)

u(z) = ū � m2
�

ūxx

�
(z � b)2

2
�

d2

6

�
+ būbxx

�
d
2

� z + bb
��

+ O(m4), (2.80)

w(z) = � m2 (ū(z � bb))x + O(m4). (2.81)

Nonlinear term. As for the horizontal and vertical velocity, the nonlinear terms at
precision of O(m4) is identical for the free surface and body domain

ū2 = ū2 + O(m2) (2.82)

Asymptotic pressure pro�le. Integrating eq. (2.14c) over the interval [z, d0 + #h]
and using the condition (2.75b) , we have

P (z) = P b + ( d0 + #h� z) � m2
�
ūxt

�
d2

2
�

(z � bb)2

2

�
� būtbx(d0 + #h� z)

�

� #m2ū
�
ūxx

�
d2

2
�

(z � bb)2

2

�
� (2būxbx + būbxx)(d0 + #h� z)

�

+ #m2
�
ū2

x

�
d2

2
�

(z � bb)2

2

�
� būūxbx(d0 + #h� z)

�
+ O(#m4).

(2.83)
Integrating this equation over the water depth

dP = dP b +
d2

2
� m2

�
ūxt

d3

3
� būtbx

d2

2

�

� #m2ū
�

ūxx
d3

3
� b(2ūxbx + ūbxx)

d2

2

�

+ #m2
�

ū2
x
d3

3
� būūxbx

d2

2

�
+ O(#m4).

(2.84)
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As for the free surface domain, we evaluate the seabed pressureP s

P (bb) = P s = P b + d � m2
�

ūxt
d2

2
� būtbxd

�
+ O(m4, #m2). (2.85)

Substituting eqs. (2.80), (2.82) and (2.84) into eq. (2.79), the momentum equation,
approximated at order O(m4, #m2, #bm2)

(dū) t + #(dū2)x+
�

dP b +
d2

2
� m2

�
ūxt

d3

3
� būtbx

d2

2

��

x

� #hxP b + bbxP s = 0.

(2.86)

Developing the derivative (dP b)x and from de�nition of the seabead pressure (2.85),
we have more compact expression

(dū) t+ #(dū2)x + d(P b + d)x + bbx(P b + d)

� m2
�

ūxt
d3

3
� būtbx

d2

2

�

x
� bm2bx

�
ūxt

d2

2
� būtbxd

�
= 0.

(2.87)

In the inner domain Wb we can prove the following result:

Proposition 1. Under the standard assumption of the Boussinesq theory of

m4 � 1, # � m2, b � m2, (2.88)

in absence of pitch, roll and yaw, all terms accounting for higher-order dispersive effects in the
inner domain are negligible, within the classical Boussinesq truncation ofO(m4, #m2, bm2).

Proof. Consider the high order term m2
�

ūxt
d3

3

�

x
in eq. (2.86) . Proceeding similarly

to the free surface domain, within the Boussinesq approximation we can show that

m2
�

ūxt
d3

3

�

x
= m2(dū)xxt + O(em2) = m2q̄xxt + O(em2). (2.89)

From the mass eq. (2.76), taking the derivative in space and time, we have the rela-
tion:

dxtt = � q̄xxt . (2.90)

However, in absence of pitch, the acceleration a = dtt is always constant in space
and ax = 0, thus also

q̄xxt = 0.

The assumption of small variation of bathymetry implies that

b � #,

such that the order of the Boussinesq approximation is O(m4, #m2, bm2). The high
order terms

bm2
�

ūtbx
d2

2

�

x
� O (bm2),

bm2bx

�
ūxt

d2

2
� būtbxd

�
� O (bm2).

thus they can be neglected.
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As a matter of fact, as for the outer domain, we consider a constant bathymetry
b(x) = b0, in which case

(b0)x = 0, (2.91)

which also implies that all the bm2 terms are identically zero.

Nonlinear shallow water equations

Thanks to proposition 1, we can work in the inner domain with the NSW model,
which reads

dt + ( dū)x = 0,

(dū) t + #(dū2)x + d (dx + P b)x = 0.
(2.92)

We de�ne now the total pressure P for the inner domain as the sum of the hy-
drostatic and non-hydrostatic pressures

P = gd+ P b (2.93)

Using dimensional variables and the de�nition of total pressure eq. (2.93), the NSW
in elevation-�ux form for the body domain is:

dt + q̄x = 0, (2.94a)

q̄t +
�

q̄2

d

�

x
+ dPx = 0. (2.94b)

The elevation d is a known parameter of the system and the unknowns in the
inner domain are the �ux and the total pressure. This can be evaluated from the
momentum eq (2.94b). Taking the x derivative of eq. (2.94b)

� (dPx)x = ( q̄t )x +
�

q̄2

d

�

xx
. (2.95)

Taking the time derivative of the continuity eq. (2.94a), we have a relation between
the �ux q and the vertical acceleration of the body dtt = a

a = � (qx) t , (2.96)

and assuming that all the variables are continuous, we can change the order to the
time and space derivatives

a = � (qt )x. (2.97)

Thus, combining the eqs. (2.95) and (2.97), we have a new expression for the inner
total pressure

� (dPx)x = � a+
�

q̄2

d

�

xx
. (2.98)

Since the mass equation is true also in the outer domain and dtt is the vertical accel-
eration of the wave, eq. (2.98) is true also in the outer domain.

The main difference here is that in the free surface domain, the water elevation is
a main hydrodynamic unknown, while the vertical position of the body surface may
well be a given value. In particular this is exactly the case for �xed body as well as
bodies in forced motion. For freely �oating bodies one needs to consider Newton's
second law of dynamics and compute the force balance to obtain the acceleration.
This case is analysed in more detail later.
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2.2.3 Conservation issues and coupling condition

� ��
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FIGURE 2.4 – 1D coupling layer Wl setup.

In this section, we address the problem of de�ning the transmission/coupling
condition between the hydrostatic free surface and body domains. The structures
considered in this work all have walls that are vertical at the contact point with the
�uid. We also focus on �xed and heaving structures, leaving horizontally moving
bodies out of the analysis for the moment. The inclusion of rotation (pitch) is also
left out.

The coupling between the outer dispersive and inner non-dispersive region is
not trivial, and its mathematical analysis is still a research matter [111, 110, 185].
Here we have chosen to avoid going directly from the dispersive free surface to the
hydrostatic body domains but adding a thin intermediate hydrostatic free surface
region. This splits the issue of domain coupling in two. Across the �rst interface we
couple a dispersive free surface region with a hydrostatic free surface one. Across
this interface, all quantities are assumed to be continuous, with possibly continuous
normal derivatives. Across the second interface, not only we change the PDE model
but add the new variable P b. The objective of the next sections is to discuss some
physical principles allowing to de�ne the coupling.

As a �nal remark, we note that the dispersive/non-dispersive coupling here is
less problematic than the one often used for wave breaking closure, see e.g. [101]
and references therein for a discussion. The reason for things to be easier here is that
we are away from the steep wave fronts met in breaking waves.

The coupling condition have been then treated numerically, inserting an inter-
mediate hydrostatic layer between the nonlinear free surface domain (de�ned as
Wl ) and the body domain Wb, as shown in �gure 2.4. In Wl the free surface dynamic
is solved by the NSW eqs. (2.43) and it introduces a simple way evaluate the transi-
tion between the non-hydrostatic free surface Boussinesq model to the constrained
�ow under the body. The idea, following the work of Lannes and collaborators [22]
is to exploit the conservation of energy. Work related to the construction of energy
conservative �uxes by e.g. Fjordholm et al [73] will be used for the de�nition of the
�uxes.
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Conservation relations

To evaluate some conservation relations, let consider the free surface and body
domain W = Wb [ Wl with the interface Gi = Wb \ Wl as in �gure 2.4. The general
NSW system is:

ht + qx = 0,

qt +
�

q2

d

�

x
+ d(gh + P )x = 0,

(2.99)

where P is the pressure at z = d, by de�nition we have P = P air = 0 in Wl and
P = P b in Wb. The energy conservation statement can be obtained multiplying
the components of system (2.99) by the vectorV = [gh + P � k, u], where we have
denoted k = u2/2 the kinetic energy. After simple manipulation, we have

�
g

h2

2
+ dk

�

t
+ (q(gh + P + k))x = �W , (2.100)

where W = P dt is the power transmitted/absorbed to/from the free surface or
body. Setting

E = g
h2

2
+ dk, F = q(gh + P + k), (2.101)

we can write compactly
Et + Fx = �W . (2.102)

In Wf both P and W are zero and we recover the classical energy conservation for
the shallow water equations. In Wb, eq. (2.102) represents the energy conservation
only for �xed structures [22], while for moving bodies it provides an energy balance.
We can now couple the two domains, in particular the eqs. (2.99) and the pressure
eq. (2.98). Assuming that

lim
x2Wb
x! Wl

q = lim
x2Wl
x! Wb

q,

lim
x2Wb
x! Wl

F = lim
x2Wl
x! Wb

F,
(2.103)

denoting by M and E the total volume of water and the total energy in the domain
W, we can write

M (t) = M (0) �
Z t

0

Z

Wb

Vdxdt

E(t) = E(0) �
Z t

0

Z

Wb

W dxdt
(2.104)

which state that the initial volume (and thus the mass) and energy are conserved
modulo the integral of the volume V of the body and power pushed in/out by the
body.

Note that the de�nition of energy �uxes F and the relations in (2.103) imply the
continuity of the dynamic pressure:

lim
x2Wb
x! Wl

(gh + P + k) = lim
x2Wl
x! Wb

(gh + P + k) = lim
x2Wl
x! Wb

(gh + k). (2.105)

This relation can be considered as a coupling condition on Gi .
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Finally, we can deduce the continuity of the nonlinear terms N

N =
�

q2

d
+ g

d2

2

�

x
+ dP x, (2.106)

as a consequence of the continuity of the �uxes q. From eq. (2.103):

lim
x2Wb
x! Wl

qt = lim
x2Wl
x! Wb

qt . (2.107)

we can use eq. (2.99) to argue that

lim
x2Wb
x! Wl

N = lim
x2Wl
x! Wb

N . (2.108)

Summary of coupling conditions

We summarize here the different possibilities in terms of coupling conditions.
These are equivalent to a set of jump conditions, which can be used later to de�ne
penalty terms in a discrete context.

Mass conservation As seen in the previous section, the conservation of global mass
stems from the continuity of the normal component of the �ux q. Denoting the out-
ward one dimensional normal directions to the free surface and body domain by n̂l
and n̂b, and by q the �ux vector, we can de�ne the jump at the interface as

[[qn̂]] := qbn̂b + ql n̂l . (2.109)

Thus, the conservation of total mass is equivalent to

[[qn̂]] = 0. (2.110)

Energy Conservation As for the total mass, the validity of the total energy balance
in (2.104) is a consequence of the continuity of the normal energy �ux (2.103). As for
the mass, we can de�ne a normal �ux jump as

[[Fn̂]] := Fbn̂b + Fl n̂l = (ghb + P + kb) qbn̂b +
�
gh f + k f

�
qf n̂ f . (2.111)

Conservation of total energy is equivalent to

[[Fn̂]] = 0. (2.112)

Total pressure continuity As already argued, the combination of the mass and
energy conservation conditions, implies that the total dynamic pressure P = gh +
P + k should be continuous across the interface between the free surface and body
domain, or equivalently:

[[P ]]b := P f � P b = [[ gh + P + k]]b = 0. (2.113)

Note that for scalar quantities, the above relation also holds as a de�nition of the
jump. Trivially, we have that [[u]]b + [[ u]] f = 0 for any scalar u.
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Hydrostatic total pressure continuity From a physical point of view, one may ar-
gue that in the hydrostatic approximation the value of the pressure at the boundaries
of the body domain should match the hydrostatic pressure in the free surface region.
Simple computations show that this is equivalent to requiring

lim
x2Wb
x! Wf

P = [[ gh]]b. (2.114)

The above relation can be readily converted in a continuity condition for the hydro-
static total pressure P = P + gh reading:

[[P]] = 0. (2.115)

Note that the above condition, while based on physical grounds, is not consistent
with the conservation of total energy.

Momentum variation continuity This last condition is a postulate of mass conser-
vation obtained taking the time derivative of (2.109). The resulting jump condition
in terms of normal �ux and pressure gradient reads

[[
�

q2

d

�

x
+ d(gh + P )x]] =
  

q2
b

db
n̂b

!

x

+ dbr (ghb + P b)x

!

n̂b +

  
q2

l

dl
n̂l

!

x

+ df (ghl )x

!

n̂ f = 0.

(2.116)

Coupling choice

The choice of the coupling conditions between the body and the free surface
domain can be done in the interest of preserving different quantities. In general
we are going to preserve the total mass of the system using the condition (2.110).
The second condition that we impose is the continuity of the hydrostatic pressure
eq. (2.115). This is consistent with the exact solution of the hydrostatic equilibrium
in de�nition 2. For this solution, the kinetic energy is null and the outer and in-
ner pressure have to be balanced to keep the body still. Thus, we can speculate
that for small variation of the center of gravity of the body around the equilibrium
position, the pressure continuity condition remains true. We will also see that the
conditions (2.110) and (2.115) are consistent with the �uxes between domains in the
variational formulation of the model, resulting from the Galerkin method used to
solve the wave-body interaction problem in the domains Ww [ Wb. These coupling
will be necessary at the interface between the two domains.

Fluid coupling

The coupling on the interface between the two free surface domain Go = Ww \ Wl
imposes the continuity of the wave elevation and of the �ux:

[[d]]Go = dw + dl = 0,

[[q]]Go = qw + ql = 0.
(2.117)
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Note that multiplying the wave elevation condition by the acceleration of gravity,
we can rewrite all the coupling condition in terms of total pressure-�ux.

When coupling the two free surface domains, at (xwl , ywl ) 2 Ww \ Wl , P (xwl , ywl )
is zero and the condition states that the wave elevation and the �ow must be equal
through the interface. We also require that normal derivatives of the quantities in-
volved in eq. (2.116) should stay continuous.

2.3 Body dynamics and added mass effects

In the case of a freely �oating object, we need to evaluate the acceleration to
compute the pressure under the body and the instantaneous position of the body.
Using Newton's second law of dynamics, the acceleration can be evaluated from

mba = � gmb + r w

Z

Wb

P bn̂zdx. (2.118)

The non hydrostatic pressure can be obtained from the de�nition of total pressure
P b = P � gd. Consider now the pressure eq. (2.98). We de�ne a linear operator,
dependent on the depth d, Kd = � ¶x(d¶x(�)) , such that we can rewrite eq. (2.98) as

Kd(P) = � a+
�

q2

d

�

xx
. (2.119)

If the operator Kd admits an inverse operator K � 1
d , we can evaluate and expres-

sion for the total pressure under the body

P = K � 1
d

�
� a+

�
q2

d

�

xx

�
. (2.120)

From the de�nition of total pressure and the force balance eq. (2.118), the accel-
eration of the body is calculated by

mba = � gmb + r w

Z

Wb

�
K � 1

d

�
� a+

�
q2

d

�

xx

�
� gd

�
dx, (2.121)

collecting the acceleration terms

mba+ r w

Z

Wb

K � 1
d (a)dx = � gmb + r w

Z

Wb

�
K 1

d

��
q2

d

�

xx

�
� gd

�
dx. (2.122)

Notice that, for purely heaving body, the acceleration is not dependent on x and it
can be moved outside both the inverse operator K � 1

d and the integral on Wb, thus

�
mb + r w

Z

Wb

K � 1
d (1)dx

�
a = � gmb + r w

Z

Wb

�
K � 1

d

��
q2

d

�

xx

�
� gd

�
dx. (2.123)

We call added massM add the integral term multiplying the acceleration

M add = r w

Z

Wb

K � 1
d (1)dx (2.124)

since it has the dimension of a mass [111]. An analytic expression for the added mass
M add can be evaluated integrating eq. (2.119) in the interval (x� , x) 2 Wb, where x�
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represent the position of left boundary of the domain

� Px(x) = �
x � x�

d
a+ N x, (2.125)

where we collect all the nonlinear expressions in N as it is not in our immediate
interest to solve it. Integrating a second time in (x� , x)

P(x) =
� Z x

x�

x � x�

d
dx

�
a � N . (2.126)

Substituting in eq. (2.118)

mba = � gmb + r w

Z

Wb

�� Z x

x�

x � x�

d
dx

�
a � N

�
n̂zdx. (2.127)

Thus we can de�ne the analytical added mass matrix as

M analytical
add = � r w

Z

Wb

� Z x

x�

x � x�

d
dx

�
dx. (2.128)

Moreover, the inverse operator K � 1
d can be expressed by the integral function

K � 1
d =

Z x

x�

x � x�

d
dx. (2.129)

2.4 Model summary

We summarize here the models used to solve the evolution of the free surface and
body domain. Since we are always going to use depth averaged variables, from now
on we drop the notation ¯(�) and the depth averaged velocity and �ux are indicated
as u and q. Moreover, to maintain the notation light, the nonlinear term is denoted
by uq, using the fact that q = du.

The free surface domain Wf = Ww [ Wl is solved by

Pt + gqx = 0 , x 2 Wl [ Ww; (2.130a)

L Bqt + ( uq)x + Ba
dP = 0 , (2.130b)

� (Ba
dP)x = (L Bqt )x + ( uq)xx , (2.130c)

(aMS, B) =

(
(1/15, 1/3 + aMS), x 2 Ww,

(0, 0) , x 2 Wl ,
(2.130d)

while in the body domain Wb we have

dt + qx = 0 , (2.131a)

� (dPx)x = � a+ ( uq)xx, x 2 Wb, (2.131b)

qt + ( uq)x + dPx = 0 , (2.131c)

Note that eq. (2.131a) is never going to be solved explicitly and it acts as a constrain
for the inner �ow. On the other hand, eq. (2.130c) is automatically satis�ed by the
solution of eqs. (2.130a) and (2.130b). In the inner domain, for freely heaving bodies,
we have to calculate the position of the center of body zcog. zcog is obtained from the
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Newton's second law of dynamics, in particular:

(mb + M add) a = � gmb + r w

Z

Wb

�
K � 1

d ((uq)xx) � gd
�

dx. (2.132)

where M add is the added mass, from eq. (2.124).
The exchange of mass and �uxes through the interfaces Gi and Go is performed

by imposing the continuity of mass, the continuity of the momentum variation and
the hydrostatic total pressure presented in section 2.2.3. On the body-coupling layer
interface, considering that n̂b = � n̂l , the coupling reads

[[q]]Gi = 0 ! qb(xi , t) = ql (xi , t),

[[qt ]]Gi = 0 ! (qb(xi , t)) t = ( ql (xi , t)) t ,

[[P]]Gi = 0 ! Pl (xi , t) = Pb(xi , t).

9
>=

>;
xi 2 Gi = Wl \ Wb. (2.133)

These are a direct consequence of the conservation of mass eq. (2.110) and the wave
elevation continuity eq. (2.115). The coupling between the coupling layer and the
outer MS domain reads

[[d]]Go ! dw(xo, t) = dl (xo, t),

[[q]]Go ! qw(xo, t) = ql (xo, t).

)

, xo 2 Go = Ww \ Wl . (2.134)

The coupling conditions in the outer domain imply also

qw(xo, t) � ql (xo, t) = uwdw(xo, t) � ul dl (xo, t) = 0 ! [[u]]Gi = 0, (2.135)

and the momentum variation continuity condition is automatically veri�ed.
The free surface MS model requires some additional coupling condition for the

high order terms. These are found de�ning some �rst order auxiliary variables

G � qxt = 0,

F � Nx = 0,

N � Px = 0.

and requiring their continuity across the interface Go

[[G]]Go ! Gw(xo, t) = Gl (xo, t),

[[F]]Go ! Fw(xo, t) = Fl (xo, t),

[[N ]]Go ! Nw(xo, t) = Nl (xo, t).

9
>=

>;
, xo 2 Go = Ww \ Wl . (2.136)

These continuity conditions permit to reconstruct the value of the derivative on the
border, transmitting the �uxes from the MS and NSW domains.

Finally, the system is closed adding the far �eld condition

dwj � ¥ = h0,

qwj � ¥ = 0.
(2.137)

The enforcement of these condition is discussed in the following section 2.5.
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2.5 Periodic and solitary wave generation

In this section we brie�y discuss the generation of the incoming waves or soliton
in the free domain.

2.5.1 Periodic wave generation

Several ways have been proposed to generate waves in a numerical wave tank,
from analytical solutions proposed for piston and �ap wave makers [45] to adding
a source term to the equations [121]. In this work we make use of the relaxation
method proposed by Larsen and Darcy [113] to be able to generate and absorb
waves. In the relaxation method, the numerical variable fnum(x, t) is modi�ed at
every timestep of the simulation in a smooth way using a relaxation function w(x) :
Ww ! [0, 1]. Here the variable f can be either the elevation d(x, t) or the �ux q(x, t).
The value of the relaxed solution is given by

frelaxed(x, t) = w(x) fnum(x, t) + ( 1 � w(x)) fexact(x, t), (2.138)

where fexact(x, t) is the analytical function. The relaxation function w(x) acts as a
damper on the numerical wave motion, absorbing it in the so called sponge layer.
The term (1 � w(x)) operate as a source term, generating the desired waves. This
area is de�ned as source layer.
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FIGURE 2.5 – Typical setup of sponge and source layer for waves trav-
elling in the positive direction.

In this work we have used two relaxation functions for the absorption and gen-
erations of waves, respectively:

wr,l
absorption(x, p) = 1 � xp,

wgeneration(x) = � 2x3 + 3x2,

Typically, an additional sponge layer with w(x, f 5, . . . , 0g) is positioned behind the
source layer so that it can absorb the possible waves travelling in the opposite direc-
tion. The rule of thumb to determine the appropriate length of the relaxation region
is that is should span 1 to 2 wave lengths of the primary wave [56].

Finally the wave should be generated increasing gradually the amplitude to the
�nal one. We introduce a time dependent parameter s(t) : R+ ! [0, 1]

s(t) =

(
t/ Tramp, t � Tramp,

1, t > Tramp.
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where Tramp is a ramp up period. The wave generation equation results:

frelaxed(x, t) = w(x) fnum(x, t) + s(t)(1 � w(x)) fexact(x, t). (2.139)

The drawback of this method is that it might occupy a large part of the computa-
tional domain. However it has been chosen since it is a procedure that is simple and
�exible to use.

Far �eld

On the external boundaries of the outer domains, it is common to impose either
periodic conditions or the absorption of the wave. In the �rst case, the coupling
condition at the two extremes of Ww are the continuity of elevation and �ux as in
eq. (2.117). However, thanks to the wave absorption method introduced, we impose
the far �eld conditions (2.137):

dwj � ¥ = h0,

qwj � ¥ = 0.
(2.140)

This is the method of choice since imposing the absorption of wave at the domain's
ends avoids the interactions between the generated waves and the waves exiting the
domain. Moreover it represents a more realistic physical water �ume.

2.5.2 Soliton solution
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FIGURE 2.6 – Solitary wave pro�le of amplitude A = 0.1 of the semi-
analytical MS solution, exact GN ( g = 1) and modi�ed GN with g =
1.2.

The interaction of a solitary wave and a �xed pontoon is one of the benchmarks
of this work. For the generation of the solitary wave, there are two possible paths.

We know that for a wave celerity c > cNSW, the MS equations admit a unique
solitary wave solution of the form (d(x � ct), q(x � ct)) [18]. However, an analytical
solution of the soliton is not available but a semi-analytical form can be numerically
calculated [153].
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Alternatively, we can use the Green-Naghdi (GN) solitary wave solution [19].
The solitary wave of amplitude A is de�ned as:

8
>>>>><

>>>>>:

d(x, t) = h0 + A sech2(k(x � x0 � ct)) ,

u(x, t) = c
�

1 � h0
d(x,t)

�
,

q(x, t) = d(x, t)u(x, t).

k = g
p

2A
2h0

p
h0+ A

, c =
p

g(A + h0).

(2.141)

where g is a free parameter that permits to control the steepness of the solitary wave
and x0 the center of the wave's crest. We have the exact solution for g = 1. However,
eq. (2.141) is not exact for the MS model since it has different dispersion character-
istics. This will result in a dispersion trail behind the solitary wave. Thanks to the
steepness parameterg, we can tune the initial GN wave's pro�le to match the semi-
analytical MS solution as we can see in �gure 2.6, resulting in a negligible initial
error.

2.6 Some analytical solutions

We outline here the analytical and semi-analytical solutions for a truncated struc-
ture with vertical walls, partially immersed in water.

2.6.1 Hydrostatic equilibrium

De�nition 2. We de�ne as hydrostatic equilibrium, the state

(d̄w,l , d̄b, P̄, q̄, ū, ā) = ( h0, db, gh0, 0, 0, 0), (2.142)

with db and h0 as the equilibrium depths under the body and in the free surface regions,
linked by the hydrostatic equilibrium relation

mb

r w
=

Z

Wb

(h0 � d̄b)dx. (2.143)

Note that the the equilibrium, the variable d̄b depends only on the space.
From the hydrostatic equilibrium relation eq. (2.143) we have an expression for

the equilibrium position of the center of gravity zcog. Substituting the de�nition of
d̄b(x), eq. (2.73),

mb

r w
=

Z

Wb

(h0 � D0 + q(x) + zeq)dx, (2.144)

Solving the equation for zeq

zeq =
1

r wjWbj

�
r w

Z

Wb

(D0 � q(x)) � mb

�
, (2.145)

with jWbj =
R

Wb
1dx the area of Wb. But zeq is the variation from the equilibrium

position in time, thus it must be equal to zero and eq. (2.145) is the Archimedes'
principle, at the equilibrium the mass of the body must be balance by the mass of
water moved by the body. If we consider the reference level of D0 as crossing the
center of gravity of the body D0 = h0 � zcog, the position of center of the gravity of
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the body at the equilibrium is determined by

zcog =
1

r wjWbj

�
r w

Z

Wb

(h0 � q(x)) � mb

�
. (2.146)

2.6.2 Forced motion

The water �ow does not affect the motion of the body with a prescribed motion,
however it is affected by the body's presence. The effects on the water �ow are
taken into account by the inner pressure in eq. (2.98). In the prescribed motion case,
the position, velocity and acceleration (db, v, a) = ( db, ¶tdb, ¶tt db) of the body are
imposed by the user: in case the acceleration and velocity are imposed null, (v, a) =
(0, 0), the body is still and the body is de�ned as the pontoon; when the velocity and
acceleration are imposed different from zero, for example v = sin(wt), we have the
generation of waves by the motion of the body.

The prescribed (or forced) motion test implies that the body moves vertically
with a velocity and acceleration imposed by the user. The body is thus used like
a wave generator. The hydrostatic case of an axisymmetric body in forced motion
admits an exact solution for the evolution of the contact point between free surface
and body for a structure, calculated �rst by Lannes in [111]. The time dependent
analytical solution of the water elevation at the contact points x� is

dc(t, x� ) =
�

t 0

�
x+ � x�

4
p

g
nG

�� 2

, (2.147)

where nG = dt is the given velocity of the center of gravity of the body. The function
t 0(r) can be obtained by

t 0(r) =
1
3

� p
h0 + C(r) +

h0

C(r)

�
. (2.148)

C(r) is a function dependent on the parameter r0 = 4
27h3/2

0 that reads

C(r) =
3
2

�
r0 � 4r +

q
r(r � r0)

� 1/3

. (2.149)

2.6.3 Hydrostatic decay test

The motion of the body in the hydrostatic decay test is evaluated by Newton's
second law of dynamics:

mba = Fh � gmb, (2.150)

where the hydrodynamic force Fh is evaluated integrating the hydrodynamic pres-
sure P b applied by the �uid on the bottom of the body

Fh = r w

Z

Wb

P bn̂dx. (2.151)

For the decay test, the body is released from an initial position different from the
equilibrium position and left to return to the equilibrium position. Thanks to Lannes
[111], for the decay motion test in the hydrostatic case, we have a semi-analytical
solution for the position of the center of gravity of a body dG. The position of the
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center of gravity is calculated solving the ordinary differential equation (ODE):
(

(mb + madd)d̈G = � cdG � n( �dG) + b(dG)( �dG)2

(dG, �dG)( t = 0) = ( d0
G, 0).

(2.152)

with the parameters n( �dG) and b(dG) and the stiffness coef�cient c de�ned as:

n( �dG) = r wg(x+ � x� )

"

h0 �
�

t 0

�
x+ � x�

4
p

g
�dG

�� 2
#

,

b(dG) = r w

Z x+

x�

x � x0

hw
¶x

�
(x � x0)2

hw

�
dx,

c = r wg(x+ � x� ).

(2.153)

with hw(t) = db + dG(t) the position of the wetted surface, db the geometry of the
bottom of the body at rest and ze,� = ze(t, x� ) = db(t, x� ) � h0. The added mass
term madd is evaluated by:

madd = ar wVar(x) a =
Z x+

x�

1
hw

dx. (2.154)

The variance operator Var( f ) is de�ned as

Var( f ) = hf 2i � h f i 2,

hf i =
1

Rx+
x�

1
hw

Z x+

x�

f
hw

dx.
(2.155)

Solving the ODE term permits to track the position of the body in time and the semi-
analytical solution can be used to validate our model. Note that in the decay motion
test, we do not consider any incoming wave and the only forces applied to the body
are the Archimedes' force and gravity force resulting in a dampening force on the
movement of the body.

2.6.4 Manufactured solution

As a general method to construct benchmarking solutions for the models we
have used the well known method of manufactured solutions (MMS). The MMS con-
sists in building an analytical solution for the mathematical models. The solutions
found in this way are not a priori physically relevant, but they permit to obtain some
benchmark to verify the accuracy of the simulation. The MMS is straightforward to
apply. Consider a system of differential equations, in general it can be written as

D( f ) = 0,

where the operator D is some kind of differentiating operator. As we do not have
an exact expression for the solution f , we impose a suf�ciently differentiable known
function f̂ , called the manufactured solution, as solution of the model in space and
time. The function f̂ will not necessarily solve exactly the governing model, and
some residuals r( f̂ ) 6= 0 results from D( f̂ ). This residuals are "manufactured" as
source term to the governing equation, such that the manufactured solution satis�es
the system exactly

D( f̂ ) = r( f̂ ),
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and it can be used to verify the simulations. While the solution found is arti�cial
and does not need to be physically meaningful [155], a manufactured solution that
expresses some physical characteristic of the model helps not only in the veri�cation
of the code but it can also suggest the behaviour and the performances of original
system [156, 157, 164].

To verify our models, we have chosen a function

f̂ (n) = cos(x), with x = x + ct (2.156)

where c is a free parameter that represent the celerity of the wave. For the free surface
models eqs. (2.43), (2.48) and (2.52), the manufactured variables of the models are all
put in relation to the function f̂ as

dm(x, t) = f̂ (x) + h0,

Pm(x, t) = gdm = g( f̂ (x) + h0)

um(x, t) = cf̂ (x),

qm(x, t) = dmum.

(2.157)

The manufactured solution is evaluated also in the body domain for a �xed trun-
cated body and reads

dm(x, t) = db,

Pm(x, t) = g( f̂ (x) + h0)

um(x, t) = cf̂ (x),

qm(x, t) = f̂ (x)um,

a(t) = 0,

(2.158)

where db represent the geometry of the body and it is known. The MMS approach
is used on meshes that are systematically re�ned or higher in polynomial order, to
test the convergence in space of the method. The behaviour of the error is exam-
ined against the theoretical rate of convergence peculiar of the space discretization
method.





43

Chapter 3

1D numerical discretization
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3.1 Introduction

In this chapter, we introduce the spectral/ hpelement method (SEM) to solve spa-
tially the wave-body interaction problem and the backward differentiation formulas
(BDF) to integrate the system in time. The SEM is a numerical method closely re-
lated to the �nite element method (FEM). FEM and SEM are numerical methods for
solving ordinary and partially differential equations that otherwise would be im-
possible to solve analytically. The idea at the origin of the methods is to split the
solution domain into a partition (mesh) made of a number of smaller sub-domains
(or elements). In the subdomains, using a �nite set of approximating functions (ba-
sis functions), the differential equations and initial value problems are solved using
their variational formulation. In this way, the solution is evaluated in each element
of the mesh, that can be a priori of any shape and permits to handle complex geome-
tries.

On the set of elements, we can de�ne some global basis functions patching to-
gether the local ones. These functions have support at most on neighbour elements
and allow to move from a local solution to the global one. The local basis func-
tion are based on polynomials and their order affects the accuracy of the method.
In the classical FEM, linear polynomials are employed.the convergence in FEM is
achieved by re�ning the domain partition, increasing the number of elements and
reducing the size of each element h ! 0, where h is the element size. This kind of
convergence is commonly known as h-type convergence. On the other hand, global
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spectral method increases the polynomial order p ! ¥ to obtain convergence, in
what is called p-type convergence, while keeping the number of elements �xed. For
suf�ciently smooth problems, this implies exponential convergence, which means
that doubling the polynomial order the error decrease faster than algebraic (�xed)
order of convergence rate.

The spectral/ hp element methods combines the two strategies of convergence,
using basis functions are piece-wise continuous arbitrary polynomial of high order
across each element. The advantages spectral/hp element methods include the ex-
ponential convergence and a great �exibility in handling complex geometry. These
were �rst proposed in [12, 14], they were formalized by Patera in [145] where the
FEM and the global spectral element method are mixed together. In the methods
proposed, the high order spectral expansion is applied to each element and the con-
vergence can be achieved both inh-type �xing the polynomial order and in p-type,
raising the polynomial order. Note that neither the element size nor the polynomial
order have to be uniform over the domain, but in principle they can vary according
to the physics or geometry of the problem.

The main advantages of spectral element methods over FEM is their precision
and ef�ciency. Although for each element the resolution is more computationally
costly, with smooth problems, SEM permit the use of less elements to discretize the
whole domain and have high accuracy. This results in more compact and smaller
matrices that have to be stored and computed, thus minimizing the occupation of
memory for large scale simulations. Moreover, it is also suited for long-time inte-
gration problems. As the PDEs are solved with high accuracy in space with few ele-
ments, the discretization error propagates much less over long simulations. As a re-
sult, high order SEMs are more cost-effective compared to low order, linear schemes
[108].

The coupling between the free surface domains and the body domain is formu-
lated using a discontinuous Galerkin �nite element method (DG-FEM), following
the framework of [60]. With this approach, we are going to consider each domain as
a single element and apply a linear polynomials on it to discretize the functions. This
permits to have a direct way to weakly impose the coupling terms on the interfaces
between the domain in terms of exchanged �uxes.

Regarding the time discretization, we have used the extrapolated backward dif-
ferentiation formula of the third order (eBDF3), because of the low storage require-
ments and its ef�ciency. Only the value of the variables at the previous three timesteps
are needed to evaluate the solution at the new timestep n + 1. Moreover it has the
same ef�ciency of the one order Euler method, since the new solution is evaluated
by a single iteration, without any sub-iterations.

This chapter presents the basic derivation of the SEM in one dimension in section
3.2. Section 3.3 presents the derivation of the spatially discrete model for both the
outer domain and the inner one. In section 3.4 the time discretization method is
presented and applied to the model. Finally we discuss the discretization of the
acceleration and the added massM add in section 3.5.

3.2 1D SEM

In this section we delineate the fundamental steps to implement a SEM method:
we will discuss about the choice of the basis functions in terms of polynomial ex-
pansion and we will present the matrix formulation used to evaluate integrals and
derivatives. We are going to present the SEM in general terms, so for now we are
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dropping the distinction between inner and outer domain, to retrieve it once we will
be talking of solving the wave-body interaction.

3.2.1 Basis function
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FIGURE 3.1 – Sketch and notation for a one dimensional mesh with
a local sixth order ( P = 6), xp represents the nodes internal to the
element We.

Let consider a computational domain W and its partition in Ne number of �nite
elementsWe (cfr. �gure 3.1). For each element We, we de�ne the characteristic length
Dxe = x+

e � x�
e and the boundary on x+

e and x�
e as Ge = ¶We. The polynomial basis

function in the element are de�ned in the following functional space

F =
�

j 2 L2(W) : j jWe 2 Pp(We), 8We 2 W
	

, (3.1)

where PP(We) is the space of polynomial of at most degree p in the element We. This
de�nition enforce the continuity C0 of the polynomials in the computational domain
Win the spectral elements method. The choice of a particular set of polynomials, that
includes the boundary ¶We, permits to ensure the continuity of the polynomials.

We introduce here two families of polynomial expansions that are commonly
used in the SEM.

Jacobi polynomials The Jacobi polynomials are a family of polynomials de�ned in

the region x 2 [� 1, 1]. They are generally indicated as P(a,b)
n (x), where n represents

the polynomial order and (a, b) > � 1 are free parameters. The Jacobi polynomials
include the Legendre polynomials, with a = b = 0, and the Chebyshev polynomi-
als, a = b = � 1/2. The construction of the Jacobi polynomials is done through a
recursive relationship

P(a,b)
0 (x) = 1,

P(a,b)
1 (x) =

1
2

(a � b + ( a + b + 2)x),

P(a,b)
n (x) =

1
a1

n

�
(a2

n + a3
n)P(a,b)

n (x) � a4
nP(a,b)

n� 1 (x)
�

,

(3.2)
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where a(1,2,3,4)
n are de�ned as

a1
n = 2(n + 1)(n + a + b + 1)(2n + a + b),

a2
n = ( 2n + a + b + 1)(a2 � b2),

a3
n = ( 2n + a + b)(2n + a + b + 1)(2n + a + b + 2),

a4
n = 2(n + a)(n + b)(2n + a + b + 2).

The Jacobi polynomials are orthogonal when integrated w.r.t. (1 � x)a(1 + x)b:
for two polynomial orders n, i such that i < n:

Z 1

� 1
(1 � x)a(1 + x)bP(a,b)

n (x)P(a,b)
i (x)dx = C(a,b)

n dni , (3.3)

where dni is the Kroneker delta and C(a,b)
n

C(a,b)
n =

21+ a+ b

2n + a + b + 1
G(n + a + 1)G(n + b + 1)

n!G(n + a + b + 1)
.

Lagrange polynomials The Pth degree Lagrange polynomial hp(x) on a set of
points xp 2 [� 1, 1] with 0 < p < P � 1 is obtained by the equation:

hp(x) =
P P� 1

i= 0,i6= p(x � xi )

P P� 1
i= 0,i6= p(xp � xi )

. (3.4)

Moreover, the Lagrange polynomial hp(x) is the unique polynomial of order P which
has unit value at xp and is zero at xi , i 6= p:

hp(xi ) = dpi. (3.5)

The Lagrange polynomials are called Cardinal functionsas the satisfy the Cardinal
property(3.5).

The Lagrange polynomial hp are very well suited as interpolation basis functions.
De�ning the interpolant operator I p of order P + 1, that interpolates a function at
the nodes xp:

I pu(x) =
P

å
p= 0

ûhp(x).

The cardinal property implies that the coef�cient û can be directly determined in
terms of the interpolant at the points xp

I pu(xq) =
P

å
p= 0

ûphp(xq) =
P

å
p= 0

ûpdpq = ûq.

The weights û of the interpolation with the Lagrange polynomials are the values of
the interpolant at the points xp. This implies that I u(xp) = u(xp) and

I u(x) =
P

å
p= 0

u(xp)hp(x). (3.6)
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Note that the interpolation is exact for polynomial function of order Q � P. Hav-
ing de�ned the interpolation in eq. (3.6), we can also de�ne the differentiation of a
function u(x), with x 2 [� 1, 1]:

d
dx

I u(x) =
d
dx

 
P

å
p= 0

u(xp)hp(x)

!

=
P

å
p= 0

u(xp)
d
dx

hp(x). (3.7)

SEM global basis function

A function u(x) can be represented by the combination of piece-wise continuous
polynomial functions as

u(x) �= û(x) =
M

å
j= 1

ûj j j (x), x 2 W, (3.8)

where j j (x) is a global basis function that satisfy the Cardinal property (3.5). Each
global function j j (x) is de�ned on the global domain Wbut it has only local support
over the elements that node xj belongs to. In one space dimension, the function
j j (x) is different from zero at most on two adjacent elements.

It is possible to represent each global basis function j j (x) in term of local ba-

sis function j (e)
j (x) de�ned on each element. The local basis functions can be for

example the Lagrange polynomials. We de�ne j j (x) as

j j (x) =
MM

e= 1

P

å
i= 1

j (e)
i (xi ) j (e)

i (x). (3.9)

The operator
L

represent the summation of disjoint intervals, so that global domain
is reconstructed from the single elements.

In each element We a function is expressed by a polynomial of order P, de�ned
over P + 1 nodes(or nodal points). Of these nodes,P � 1 are internal to the element.
The remaining two are placed on on the boundary to ensure at least the C0 continuity
for the global basis functions j j (x), j = 1, . . . ,M . We de�ne as xp the P + 1 nodes.
It is convenient to map the nodes xp 2 We to the standard element de�ned in r 2
Wst = [ � 1, 1] as:

x(r) =
1
2

(x+
e + x�

e ) +
1
2

(x+
e � x�

e )r, x(r) 2 We = [ x�
e , x+

e ],

such that a single operator can be stored and reused for all the elements of the do-
main with minimal operational cost.

The choice of the nodal points plays an important role in the conditioning of the
matrices of the interpolations. The natural choice would be to use equispaced nodes,
however the optimal choice is the Gauss-Lobatto-Legendre (GLL) points. In fact,
comparing the two sets, if for low order the Lagrange polynomial look very similar
(cfr. the P = 5 equispaced and GLL polynomials in �gures 3.2(a) and 3.3(a)), when
P ! + ¥ the equispaced Lagrange polynomials presents Runge oscillations close to
the domain boundaries (�gures 3.2(b), 3.2(c) and 3.2(d)) leading to bad conditioned
matrices. On the other hand, the Lagrange polynomials based on GLL nodes do
not present that problem, as seen in �gure 3.3. The distribution of the GLL nodes
of order P is calculated as the zeros of the Legendre polynomial of the same order
P0,0

p (r) = 0.
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FIGURE 3.2 – Lagrange polynomial through equispaced nodes on the
reference domain Wst for polynomial orders P = 5, 10, 15 and 20.

3.2.2 Interpolation

The SEM global basis functions j j can be used for interpolation. Of a function
u(x) de�ned in x 2 W, the interpolated function uI (x) can be evaluated as

uI (x) =
M

å
j= 1

u(xj ) j j (x), x 2 W, (3.10)

on a mesh of xj nodes with j = 1, . . . ,M . The global basis functions j j (x) are piece-
wise C0 arbitrary order polynomial constructed as in eq. (3.9). With the right choice
of basis functions, i.e. Lagrange basis functions, from the Cardinal property, we have
that

uI (xj ) = u(xj ), j = 1, . . . ,M , (3.11)

such that the interpolating function interpolates u(x) exactly at the mesh nodes. Ex-
pressing the value of u(xj ) by means of local basis functions, the interpolated func-
tion is

uI (x) =
M

å
j= 1

NM

e= 1

 
P

å
i= 1

u(xj ) j (e)
i (xj )

!

j j (x), x 2 W. (3.12)

We would like to represent the global gradient of a function ¶xu(x) in a similar
fashion as the local differentiation in eq. (3.7), namely

¶xu(x) �=
M

å
j= 1

u(xj )¶x j j (x), x 2 W. (3.13)
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FIGURE 3.3 – Lagrange polynomial through Gauss-Lobatto-Legendre
nodes on the reference domain Wst for polynomial orders P =
5, 10, 15 and 20.

However, the gradient of the C0 continuous global functions will not be continuous
across the interfaces between elements in the classical sense. The global continuity
of the derivative is guaranteed by a gradient recovery technique [90, 167]. In the
framework of the SEM, we have employed the procedure described in [55]. We ex-
press the derivative function through a global approximation de�ning the auxiliary
function g(x) = ¶xu(x), such that

¶xu(x) �= gI (x) =
M

å
j= 1

g(xj ) j j (x). (3.14)

But the g(xj ) can be represented using the direct sum of local basis functions in the
elements We

gI (x) =
M

å
j= 1

NM

e= 1

 
P

å
i= 1

g(xj ) j i (xj )

!

j j (x). (3.15)

In each element, the basis function are continuous, so the following relation is valid

P

å
i= 1

g(xj ) j i (xj ) =
P

å
i= 1

u(xj )¶x j (e)
i (xj ). (3.16)

Thus, the differentiation of the function u(x) is interpolated by

¶xuI (x) =
M

å
j= 1

NM

e= 1

 
P

å
i= 1

u(xj )¶x j (e)
i (xj )

!

j j (x). (3.17)
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Error Boundary

Consider the interpolated function uI (x) = I u(x). It has been shown in [53] the
interpolation error err(x) = uI (x) � u(x) for suf�ciently differentiable function is
bounded. In particular, for u(x) 2 CP+ 1, in each Ne elements i = 1, 2, . . . ,Ne, the
error is

max
x2Wei

(err(x)) � Cih
P+ 1
i max

x2Wei

(¶P+ 1
x u(x)) , (3.18)

where ¶P+ 1
x being the (P + 1) 'th derivative operator. The constant Ci depends on

the location of the nodes and is optimal for nodes that are clustered around the
boundary nodes, such as the GLL nodes. From the local error bounds (3.18) we can
derive a global error bounds on the domain W:

max
x2W

(err(x)) � ChP+ 1 max
x2W

(¶P+ 1
x u(x)) . (3.19)

where the largest element length and constant are de�ned as

h = max
i

hi , C = max
i

Ci .

We want to point here that the �nite element method can be considered as a
particular case of spectral element methods, in which the polynomial basis function
are linear (P = 1). The global error [53] is:

max
x2W

(err(x)) �
1
8

h2 max
x2W

(¶2
xu(x)) . (3.20)

Simply comparing the error's boundaries (3.19) and (3.20), with the same mesh, we
see that high order SEM can reach an higher accuracy that the FEM.

3.2.3 Discrete formulation

Element matrices

We illustrate the SEM in general by considering the transport equation

�f + c fx = 0, (3.21)

de�ned in the domain W. The domain is divided in a partition of Ne elements We.
Following the classical Galerkin method, we multiply the equation by a smooth test
function v(x) and integrate over the local domain We:

Z

We

v �f dx +
Z

We

vc fxdx = 0. (3.22)

This is known as the variational or weak formulation of the equation. The variables
can always be approximated by a polynomial interpolation of order P + 1 in the
element f � å P

p= 0 j f̄ on the interpolation nodes xp. The equation now reads

Z

We

v

 
P

å
i= 0

�̄f j i

!

dx +
Z

We

v

 
P

å
i= 0

cf̄ ¶x j i

!

dx = 0. (3.23)
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This equation is equivalent to

P

å
i= 0

�̄f
Z

We

vj idx +
P

å
i= 0

cf̄
Z

We

v¶x j idx = 0. (3.24)

The test function v can be any of the interpolating functions j j , j = 0, 1, . . .P:

P

å
i= 0

�̄f
Z

We

j j j idx +
P

å
i= 0

cf̄
Z

We

j j¶x j idx = 0., j = 0, 1, . . . ,P. (3.25)

This permits to collect the equations in a linear system

M e
�̄f + cD e f̄ = 0. (3.26)

where the matrices are de�ned as

M e[j][i ] =
Z

We

j j j idx,

D e[j][i ] =
Z

We

j j¶x j idx,
(3.27)

and f̄ are the vector of the discrete variables de�ned locally on the element We. This
can be collected in a global formulation M and D to be able to solve the total system.

Coupling

The coupling between different domains is performed following a discontinuous
Galerkin-FEM (DG-FEM) approach. Consider a domain W = [ N

e= 1We formed by
N subdomains such that Ge = \ e+ 1

j= e� 1We 6= Æ. We evaluate the global variational
formulation of the transport equation in the subdomain:

Z

We

j i
�f dx + c

Z

We

j i fxdx = 0. (3.28)

Integrating by parts once, the �rst derivative term becomes
Z

We

j i fxdx = �
Z

We

¶x j i f dx +
Z

Ge

j i f n̂ds. (3.29)

In classical DG strategy, we substitute the variable integrated on the boundary with
a numerical �ux term f̂ . Integrating a second time by parts, as suggested in [52, 92]:

Z

We

j i fxdx =
Z

We

j i fxdx +
Z

Ge

j i ( f̂ � f � )n̂ds. (3.30)

The numerical �ux term at the interface between adjacent elements is often based
on Riemann solver [176, 61] for the advective part and on a local DG type [192] or
hybridizable DG [159] for high order terms. Here, central �uxes have been used

f̂ =
1
2

( f + + f � ), (3.31)

where fe = f (x�
e ) is the value of f on the boundary, x�

e 2 Ge inside the domain
and fe� 1 = f (x�

e� 1) the value of f on the boundary from the neighbour domain
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x�
e� 1 2 Ge� 1. Using the interpolated functions, we have

P

å
j= 0

f̄
Z

We

j i¶x j jdx +
1
2

Z

Ge

j i ( j i � 1 fe� 1 � j i fe)n̂ds (3.32)

Solving the boundary integral
Z

Gi

j i ( j j fe� 1 � j i fe)n̂ds= j i (x+
e ) j j (x�

e+ 1) fe+ 1 � j i (x+
e ) j i (x+

e ) fe

� ( j i (x�
e ) j e� 1(x+

e� 1) fe� 1 � j i (x�
e ) j i (x�

e ) fe).
(3.33)

The four boundary terms can be written as matrix-vector products as
Z

We

j i fxdx+
Z

Ge

j i ( f̂ � f � )n̂ds= D f + ( j i � 1 fe� 1 � j i fe)n̂ds

= D f + Ge,e+ 1 fe+ 1 � H efe � (Fe,e� 1 fe� 1 � E efe).
(3.34)

The matrices, over three adjacent domainsWe, We� 1 and We+ 1, are composed as

E e = j i (x�
e ) j i (x�

e ),

Fe,e� 1 = j i (x�
e ) j j (x+

e� 1),

Ge,e+ 1 = j i (x+
e ) j j (x�

e+ 1),

H e = j i (x+
e ) j i (x+

e ).

(3.35)

In particular, the dimensions of E and H are ne � ne, F are ne � ne� 1 and G are
ne � ne+ 1, being ne, ne� 1 and ne+ 1 the dimensions of the domains We, We� 1 and We+ 1.
The �rst derivative matrix in the domain is de�ned as

Qe =
P

å
j= 0

Z

We

j i¶x j jdx +
1
2

�
j i (x+

e ) j j (x�
e+ 1) � j i (x+

e ) j i (x+
e )

� j i (x�
e ) j j (x+

e� 1) � j i (x�
e ) j i (x�

e ))
�

.

(3.36)

Notice that the �rst derivative global matrix for n coupled domains can be written
also as

Q = D + C + C � . (3.37)

where C is the term that represents the coupling matrices operating on the domain
W while C � represents the coupling matrices operating on the neighbour domains
W� .

The global discrete transport equation then becomes

M �f + cQf = 0, (3.38)

where the global matrices, de�ned on W, are:

M Global = M =

2

6
6
6
6
6
6
4

...
M e� 1 0

0 M e 0
0 M e+ 1

...

3

7
7
7
7
7
7
5

. (3.39)
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QGlobal = Q =

2

6
6
4

...
0 � 1

2Fe,e� 1 D e + 1
2(E e � H e) 1

2Ge,e+ 1 0
...

3

7
7
5 . (3.40)

3.3 Nonlinear dispersive wave-body discrete model

3.3.1 First order derivative formulation

As the domains are coupled through �rst order �uxes on the derivatives, the
equations are re-written as a �rst order system by introducing auxiliary variables. In
the free surface domain, unless otherwise stated, we will solve the 1D MS eqs.(2.130)

Pt + gqx = 0, (3.41a)

qt + ( qu)x + dPx = D, (3.41b)

D = Bh2
0Gx + aMSh2

0dFx , x 2 Wf , (3.41c)

G � qxt = 0, (3.41d)

F � Nx = 0, (3.41e)

N � Px = 0, (3.41f)

where we have multiplied the mass eq. (3.41) by g such that we can use the same set
of variables (P, q), through all the domains. The transition domain ( c 2 Wl ) is given
by eq. (3.41) with D � 0. In the body domain we solve the non dispersive 1D NSW
system (2.131)

qt + ( qu)x + dPx = 0, (3.42a)

� wx = � a+ kx , x 2 Wb, (3.42b)

w � dPx = 0, (3.42c)

k � (qu)x = 0. (3.42d)

3.3.2 Variational formulation

Following the scheme presented previously, we multiply the eqs. (3.41) and (3.42)
by a test function j i and integrate in each subdomain Ww,l ,b, to obtain the variational
formulation. Compared to the transport eq. (3.21), this system presents some non-
conservative terms, namely dPx which are not continuous over the interface between
the free surface and body domains. These non-conservative products are handled by
introducing penalty terms consistent with the local linearization of the quasi-linear
form of the system [29, 52, 136]. The variational form of the free surface system reads
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Z

Ww

j i Ptdx + g
Z

Ww

j iqxdx + g
Z

Go

j i [[q]]n̂dx = 0, (3.43a)
Z

Ww

j iqtdx +
Z

Ww

j i (qu)x dx +
Z

Go

j i [[qu]]n̂dx

+
Z

Ww

j idPxdx +
Z

Go

j i d̂[[P]]n̂dx =
Z

Ww

j i Ddx,
(3.43b)

Z

Ww

j i Ddx = Bh2
0

� Z

Ww

j i Gxdx +
Z

Go

j i [[G]]n̂dx
�

+ aMSh2
0

� Z

Ww

j idFxdx +
Z

Go

j i d̂[[F]]n̂dx
�

,
(3.43c)

Z

Ww

j i Gdx �
Z

Ww

j iqxtdx �
Z

Go

j i [[qt ]]n̂dx = 0, (3.43d)
Z

Ww

j Fdx �
Z

Ww

j i Nxdx �
Z

Go

j i [[N ]]n̂dx = 0, (3.43e)
Z

Ww

j i Ndx �
Z

Ww

j i Pxdx �
Z

Go

j i [[P]]n̂dx = 0. (3.43f)

where

[[ f ]] =
1
2

( f + � f � ) = f̂ � f � . (3.44)

The coef�cient multiplying the non-conservative product is treated taking the aver-
age of the elevation at the two sides of the interface. This choice, although simple,
has the advantage to recover the conservative form in the free surface region, as the
boundary term results

d̂[[d]] =
d̂2

2
�

(d� )2

2
. (3.45)

We report the variational formulation of the coupling layer here to highlight the
border integrals: in Wl we are going to have the coupling terms with both domains,
such that

Z

Wl

j i Ptdx + g
Z

Wl

j iqxdx + g
Z

Go

j i [[q]]n̂dx + g
Z

Gi

j i [[q]]n̂dx = 0, (3.46a)
Z

Wl

j iqtdx +
Z

Wl

j i (qu)x dx +
Z

Go

j i [[qu]]n̂dx +
Z

Gi

j i [[qu]]n̂dx

+
Z

Wl

j idPxdx +
Z

Go

j i d̂[[P]]n̂dx +
Z

Gi

j i d̂[[P]]n̂dx = 0.
(3.46b)

(3.46c)
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The weak formulation in the body domain is evaluated in the same manner:
Z

Wb

j iqtdx +
Z

Wb

j i (qu)x dx +
Z

Gi

j i [[qu]]n dx

+
Z

Wb

j idPxdx +
Z

Gi

j i d̂[[P]]n dx = 0,
(3.47a)

�
Z

Wb

j iwxdx
Z

Gi

j i [[w]]n dx = �
Z

Wb

j i adx+
Z

Wb

j ikxdx +
Z

Gi

j i [[k]]n dx, (3.47b)
Z

Wb

j iw �
Z

Wb

j idPx �
Z

Gi

j i d̂[[P]]n dx = 0, (3.47c)
Z

Wb

j ik �
Z

Wb

j i (qu)x �
Z

Gi

j i [[qu]]n dx = 0. (3.47d)

Proposition 2. The variational formulations eqs.(3.43), (3.46)and (3.47)are exactly well
balanced: the hydrostatic equilibrium in de�nition 2 is an exact solution of the weak form.

Proof. The main idea of the proof is to show that replacing the steady state in eq. (2.142)
with condition of eq. (2.143) in the variational form, results in an identity 0 = 0. As
in eq. (2.142) all the �uxes and velocities are zero, only the terms related to varia-
tions of the total pressure P may contribute to form non-zero �uxes. We look at each
domain separately.

In the outer domain, by de�nition P̄w = gh0 and constant in time. So eqs. (3.43b)-
(3.43f) lead to N = F = G = D = 0. The only term which may remain is the one
related to the jump of the total pressure between the outer domain and the coupling
layer

R
¶Ww\ ¶Wl

j i [�]n dx. However, as in the latter we also have by de�nition P̄l = gh0,
these jumps are also identically zero.

In the coupling layer P̄l = gh0 and it is constant in time, so only terms which
may give a non-zero contribution are the ones related to total pressure jump with
the below body region

R
¶Wl \ ¶Wb

j i [�]n dx. If P̄b = gh0 too, then the proof is achieved.
This is easily seen from the force balance on the body at steady state. In particular,
substituting the hydrostatic equilibrium eq. (2.142) in the force balance (2.118) and
using eq. (2.143), one gets to the condition

0 = r w

Z

Ww

P̄bdx � r w

Z

Ww

gh0dx, (3.48)

which must be true independently of the body shape and the domain size. In par-
ticular, this is true if P̄b = gh0 throughout the inner domain, which also satis�es the
auxiliary relations eqs. (3.47c) and (3.47d).

3.3.3 Space discrete formulation

We introduce an additional matrix to be able to write the space discrete formula-
tion of the wave-body model.

�
Qe=

�
Qe (d) is the �rst derivative matrix in the domain

We dependent on the elevation and it can be evaluated using a projection method,
as for a summation by parts scheme [151]. Consider the non conservative term dPx,
we de�ne the weak formulation

dPx !
Z

W
j idj¶xPdx+

Z

G
j j d̂[[P]]n dx. (3.49)

Since d̂ are the average of the nodal values of d on the nodes, we can take it out of
the border integral and the term

R
G j j [[P]]n dx can be discretized in the classical way.
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The integral over W can be solved de�ning the auxiliary function

w = Px !
Z

W
j wdx =

Z

W
j Pxdx +

Z

G
j [[P]]dx ! w = M � 1(D + C + C � )P. (3.50)

Moreover
f = dw !

Z

W
j f dx =

Z

W
j dwdx ! M f = M Ddw, (3.51)

dPx = M DdM � 1D P + d̂(C + C+ )P. (3.52)

We can de�ne the �rst order derivative dependent on d as

�
Q=

�
D +

�
C +

�
C �

= M DdM � 1D d̂(C + C � ).
(3.53)

(A )

(B)

FIGURE 3.4 – Global mass matrix (a) and differentiation matrix (b).

A representation of the global matrices M and Q is presented in �gure 3.4(a).
Eqs. (3.41) and (3.42) in semi-discrete formulation are:

M w,l Pt + Qw,l q = 0, x 2 Wf , (3.54a)

L Bqt + Qwqu+ B a
dP = 0, x 2 Ww, (3.54b)

M b,l qt + Qq,l qu+
�
Qb,l P = 0, x 2 Wb [ Wl , (3.54c)

QbM
� 1
b

�
Qb P = � M 1a � QbM

� 1
b Qbqu, x 2 Wb, (3.54d)

where 1 represents a vector of ones as the acceleration is a scalar variable. The linear
global discrete operators introduced in eq. (2.53) in continuous form read

L B = M w � Bh2
0QwM � 1

w Qw, B a
d =

�
Qw + aMSh2

0
�
Qw M � 1

w QwM � 1
w

�
Qw . (3.55)
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Proposition 3. The semi-discrete form eq.(3.54)is well balanced: the static equilibrium in
eq.(2.142), with ā = a = 0, is exactly preseved.

Proof. Identical to the variational case in proposition 2

3.4 Time discretization

The temporal domain is divided in a set of non-overlapping samples [t i , t i+ 1],
for i = 0, 1, ..,Nt , where the t i are called timesteps. The difference within the two
timesteps is de�ned as dt i+ 1 = t i+ 1 � t i . We are going to present two time integration
methods, the Euler �rst order integration scheme and the backward differentiation
formula of the third order. Notice that even if the Euler scheme permits a simple
implementation and is A-stable [42], it should be used only in preliminary testing as
it introduces dispersion and the characteristics of the waves are not preserved. High
order schemes (at least third order) should be used in order to maintain the features
of the space integration model. For both schemes, the dimension of the timestep is
chosen by means of the Courant-Friedrichs-Lewy (CFL) condition [39, 55]:

dt i+ 1 = CFL
(min

i
(Dxi )) P

max
i

(jun
i j �

p
gdn

i )
, (3.56)

where CFLis a free parameter. For constant timestep and tuning the CFLparameter,
we can evaluate a upper limit condition to choose the Dt:

dt � CFL
min

i
(Dxi )) P

p
gh0

. (3.57)

This permits to have a error in time always dominated by the space error.

3.4.1 Discrete formulation

The fully discrete formulation of the wave-body system (3.54) evaluated at the
timestep tn+ 1 reads

M w,l dPn+ 1 + Qw,l q
n+ 1 = 0, x 2 Wf , (3.58a)

L Bdqn+ 1 + Qw (qu)n+ 1 + B a
dPn+ 1 = 0, x 2 Ww, (3.58b)

M b,l dqn+ 1 + Qq,l (qu)n+ 1 +
�
Qb,l Pn+ 1 = 0, x 2 Wb [ Wl , (3.58c)

�
�
Qb M � 1

b QbPn+ 1 = � M 1an+ 1 � QbM
� 1
b Qb (qu)n+ 1 , x 2 Wb, (3.58d)

where d(�) is the discrete representation of the time derivative ¶t (�).

3.4.2 Euler scheme

The �rst time integration strategy that we consider is the Euler integration scheme.
Considering the generic function f (t), we de�ne f n = f (tn) the time discrete func-
tion. The integration method reads:

dtdf n+ 1 = f n+ 1 � f n. (3.59)
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All the terms that are not derivated in time should be evaluated through an lin-
ear extrapolation f ex at the time tn+ 1 from the previous timesteps. For the Euler
integration scheme, it simply resolves to evaluate the terms at the previous timestep
f ex = f n. Notice that the operator B d

a is evaluated with the extrapolated value of the
elevation dex

3.4.3 eBDF3 scheme

Any backward differentiation scheme can be written in the form

bdtdf n+ 1 =
s

å
k= 0

ak f n+ 1� k, (3.60)

where s is the order of the method. In particular, the parameters ak and b of third
order extrapolated backward differentiation scheme (eBDF3) [95, 104], are

a0 = 1,a1 = �
18
11

, a2 =
9
11

, a3 = �
2
11

,

b =
6
11

.
(3.61)

The nonlinear terms are extrapolated at the timestep tn+ 1 through a Taylor approxi-
mation:

f e = 3f n � 3f n� 1 + f n� 2. (3.62)

The eBDF3 method is not A-stable but its stability is preserved for a CFL = 1/3
[94]. This method has been chosen because it is computationally inexpensive, once
stored the information at the previous timesteps, the cost is equivalent to the Euler
method. The method must be initialized for the steps t = f 0, 1, 2g. Typically, we
will not have an exact solution of the problem and the initialization is performed
by a low order, single step time integration method, i.e. Euler method. These �rst
two steps introduce a �rst order error time error in the simulation, diminishing the
convergence rate of the model. However, we will show that in case of an exact or a
manufactured solution, the method has a convergence rate of the third order.

3.5 Acceleration equation

As introduced in the continuous formulation section 2.3, the acceleration of the
body can be evaluated from the Newton's second law. The discrete formulation of
eq. (2.118)

mba = � gmb + r ww TP b. (3.63)

Using the Gauss-Lobatto-Legendre integration weights w T, we can prove the
following proposition.

Proposition 4. Provided that the discrete operatorK̃ is invertible, the discrete formulation
of eq.(2.124)is

(mb + M add) an+ 1 = � gmb � gr ww Tdb � r ww T �
K

� 1
b

�
QbM

� 1
b Qbqu+

�
G f Pf

�
.

(3.64)
where the discrete added mass is de�ned as

M add = r ww T �
K

� 1
d w. (3.65)
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Moreover, in case of constant depth and �at bottom body d�
b, it can be shown that

�
Qb=

d�
bQb and the matrix

�
K b= d�

bK b is positive semi-de�nite (PSD) and thus the added mass is
also non-negative

M add � 0 (3.66)

Proof. Consider the discretized �rst order formulation in eqs. (3.41)-(3.42). Expand-
ing the derivative matrices

�
Qb and Qb with their de�nitions (3.37) and (3.53):

� (D b + Cbb)wb � Cb fw f = � M b1a+ QbM
� 1
b Qb(qu), (3.67a)

wb = M � 1
b

�
(

�
D b +

�
C bb)Pb+

�
C b f Pf

�
, (3.67b)

w f = M � 1
f

�
(

�
D f +

�
C f f )Pf +

�
C f b Pb

�
. (3.67c)

We de�ne the matrices
�
K b and

�
Gb using the de�nition of wb and w f

�
K b= � (D b + Cbb)M � 1

b (
�
D b +

�
C bb) � Cb fM

� 1
f

�
C f b,

�
G f = ( D b + Cbb)M � 1

b
�
C b f + Cb fM

� 1
f (

�
D f +

�
C f f ).

(3.68)

From the de�nition of total pressure in eq. (2.93) and inverting
�
K b, the inner

pressure P b is evaluated as

P b = �
�
K

� 1
b

�
M b1a � QbM

� 1
b Qbqu�

�
G f Pf

�
� gdb. (3.69)

Substituting eq. (3.69) in the discrete acceleration eq. (3.63)

mba = � gmb � r ww T �
K

� 1
b

�
M b1a � QbM

� 1
b Qbqu�

�
G f Pf

�
� gr ww Tdb. (3.70)

We can demonstrate that M b1 = w

[M 1]i =
Z

Wb

Ndo f

å
j

j i j jdx.

From the de�nition of GLL basis functions, we get that

Ndo f

å
j

j j = 1,

thus
[M 1]i =

Z

Wb

j idx,

and by analogy with the notation used for the pressure integral in the Newton sec-
ond law eq. (3.63)

[M 1]i = wi .

To show that the discrete added mass M add is always non-negative for constant
depth and �at bottom body, consider the quadratic function

w TK bw = � w T (D b + Cbb) M � 1
b (D b + Cbb) w � w TCb fM

� 1
f C f bw.
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The mass matricesM b and M f are positive de�nite (PD) so are also their inverse

[93]. From eq. (3.36), we can de�ne the matricesD b + Cbb and (D b + Cbb)
T

[D b + Cbb]i j =
Z

Wb

j i ( j j )xdx + 0.5
Z

¶Wb

j i j jn j¶Wb
dx, (3.71a)

h
(D b + Cbb)T

i

i j
=

Z

Wb

( j i )x j jdx � 0.5
Z

¶Wb

j i j jn j¶Wb
dx. (3.71b)

We also know that
Z

Wb

(y iy j )xdx =
Z

Wb

( j i )x j jdx +
Z

Wb

j i ( j j )xdx =
Z

¶Wb

j i j jn j¶Wb
dx. (3.72)

Using eq. (3.72) in eq. (3.71a), it can be shown that

[D b + Cbb]i j = �
h
(D b + Cbb)T

i

i j
. (3.73)

Since the matrix M � 1
b is PD, it exists a unique PD matrix B b such that B 2

b = B T
b B b =

M � 1
b [93]. Thus, it holds the equivalence

� w T (D b + Cbb) M � 1
b (D b + Cbb) w = � w T (D b + Cbb) B T

b B b (D b + Cbb) w ,
(3.74)

In the same way, for the free surface-body coupling matrices

�
Cb f

�
i j

= 0.5
Z

¶Wb\ ¶Wf

j i j jn j¶Wb
dx, (3.75a)

�
C f b

�
i j

= 0.5
Z

¶Wf \ ¶Wb

j i j jn j¶Wf
dx. (3.75b)

and, since the normal vectors are pointing towards each other, n j¶Wb
= � n j¶Wn , it

can be shown that �
Cb f

�
i j

= �
h
C T

f b

i

i j
. (3.76)

Since also the matrix M f is PD, it exists a matrix B f such that B 2
f = B T

f B f = M � 1
f

and
� w TCb fM

� 1
f C f bw = � w TCb fB

T
f B f C f bw , (3.77)

As a consequence of eqs. (3.73) and (3.76), we can substitute the �rstD b + Cbb and
Cb f

� w T (D b + Cbb) B TB b (D b + Cbb) w � w TCb fB
T
f B f C f b =

= w T (D b + Cbb)
T B TB b (D b + Cbb) w + w TC T

f bB
T
f B f C f b =

= (B (D b + Cbb) w )T B b (D b + Cbb) w +
�
B f C f bw

� T B f C f bw =

= (B b (D b + Cbb) w )2 +
�
B f C f bw

� 2 � 0.

(3.78)

So K b is positive semi-de�nite (PSD). When it is invertible also its inverse must be
PSD [93] and the added mass is non-negative for constant depth and �at bottom
body.
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We have tested the 1D 'uni�ed' spectral/ hp Boussinesq model in several cases.
The approach permits to simulate several combinations of free surface �ow and �xed
or �oating structures. In particular, we discuss the convergence of the model in
case of free surface and congested �ow. Subsequentely the numerical results on the
study cases presented in chapter 3 are shown and, whenever possible, compared to
analytic or reference (CFD or other) solutions to validate the model.

4.1 Manufactured solution

The study on the convergence of our approach has been done in two phases: �rst
we have solved two coupled free surface subdomains, each modelled by a differ-
ent Boussinesq model, and subsequently we have implemented a free surface-body
coupling. As an exact solution does not exist for the MS model and even more for
the free surface-body interaction, a manufactured solution has been implemented to
study the convergence of the two tests.

4.1.1 Free surface convergence study

In this test we considered a periodical domain of length L = 6p m modelled in
Ww = [ 0, 2p ] [ [4p , 6p ] by MS and from WNSW = [ 2p , 4p ] by NSW, coupled at 2p
and at the periodic boundary. A known function z(x), with x = kx � ct, has been
considered as solution of the two models. The manufactured variables of the models
become

Pm(z) = gdm(x) = g(z(x) + h0)

um(z) = cz(x),

qm(z) = dm(x)um(x).

(4.1)
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FIGURE 4.1 – Convergence trend in a MS-NSW-MS model, with
number of elements Nel = [ 6, 12, 24] and polynomial orders p =
[1, 2, 3, 4, 5].

Clearly, eq.(4.1) will not satisfy exactly the MS system nor the NSW and the substi-
tution of the variables Pm, dm, um and qm will result in a residual r(x) 6= 0. If we
consider the residue as a source term, as

dt + qx = rd(x),

qt + ( qux) + gdPx = rNSW
q (x), x 2 WNSW,

L B(qt ) + ( qux) + gBd
a(P) = r MS

q (x), x 2 Ww,

(4.2)

the manufactured variables are exact solutions and they can be used to study the
convergence. We have chosenz(x) = A cos(x), where A, k and c are the wave
amplitude, wave number and phase speed, since it is simple, periodic, C¥ (R � Rx)
and we know all its derivatives. In the fully discretized space, the manufactured
model is written as

A DU = RHS + M r̄n+ 1, (4.3)

with the source term evaluated exactly at the new timestep. The theoretical conver-
gence for the SEM is of order p for even polynomials and of order p + 1 for odd
ones. Figure 4.1 shows the convergence of the mixed model problem for numbers
of elements Nel = [ 6, 12, 24] and polynomial orders p = [ 1, 2, 3, 4, 5] and we can see
that we reach the optimal rate of convergence.

4.1.2 Free surface-�xed body convergence study

The same approach has been used to validate the free surface-�xed body model.
As shown in �gure 4.2, the central NSW free surface domain WNSW has been substi-
tuted by the inner domain Wb, a �xed pontoon of length L = 2p . The new manufac-
tured solution reads

Pm(x) = g(z(x) + h0), x 2 Ww [ Wb,

qm(x) = cz(x)(z(x) + h0), x 2 Ww [ Wb

dm(x) =

(
z(x) + h0 , x 2 Ww,

h0 � hd , x 2 Wb,

(4.4)
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FIGURE 4.2 – Solution of the manufactured problem for p = 5, with
number of elements N = 12, �nal time T = 2s.

where hd is the draft of the body. The convergence rate is presented in �gure 4.3 for
the variables of depth and total pressure. As we can see, we reach convergence rates
are close to the optimal rate of convergence for odd polynomials and sub-optimal
rate of p for even polynomial order. The sub-optimal convergence rate is probably
due to the choice of centered �uxes as coupling method [37]

(A ) (B)

FIGURE 4.3 – Convergence trend in a MS-NSW-MS model, in �gure
(a) for the depth variables and in �gure (b) for the total pressure vari-
able.

4.1.3 Time Convergence

For the free surface-body manufactured solution we have studied also the time
convergence, for the grid of Nel = 12 and polynomial order p = 5. The timestep dt
for the eBDF3 integration method developed, is chosen in relation to the mesh size
dx through a CFL condition [55]

dt � CFL
dx

p
gh0 + juj2

, (4.5)
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FIGURE 4.4 – Time Convergence for the �xed manufactured test.

such that the stability of the method is maintained. However, the error in space will
always dominate the error in time when comparing the numerical solution to the ex-
act one. Thus, we have evaluated a numerical reference solution with a time step of
dt = 2T/ Nt where T is the wave period and Nt = 64000 is the total number of steps.
The convergence is evaluated against this solution for Nt = [ 200, 300, 450, 675, 1012].
The resulting rate of convergence is presented in plot 4.4 and as we can see it is the
optimal rate of the method.

Finally, we mention the ef�ciency of the spectral element method proposed. We
have considered the problem presented in �gure 4.2 with a mesh of Nel = 12 and
Nt = 5000 over a simulation of one period T = 1.95s. As we can see from the con-
vegence plots 4.3, from polynomial order p = 1 to p = 5 the error diminishes of �ve
orders of magnitude while the simulation time remains almost constant. However, if
the same precision has to be reached with linear elements, a much �ner grid would
be needed. Moreover, with 1500 DOF per domain against the 60 DOF of the high
order polynomials the computational time becomes impractical, growing of �ve or-
ders of magnitude.

4.2 Hydrostatic validation

For the hydrostatic case, Lannes has calculated the exact solution for the evo-
lution of the contact point between free surface and body for a structure in forced
motion and a semi-analytical solution for the position of the center of gravity of a
body in decaying motion [111]. In this section, we are going to reproduce the results
in [111] to validate the model for moving bodies. The basic setting for both cases is
presented in �gure 4.5. We consider a water �ume of depth h0 = 15m that extends
for 200m in both directions around the zero. The last 40 m at both ends are part of a
sponge layer that absorbs the incoming waves (cfr. section 2.5).

In all the test cases considered,dtarget(x) = h0 and qtarget = 0. The density of
water is set as r w = 1000kgm� 3. The body placed with its center at x = 0 and its
formed by a rectangular box of width 2 R and height H = 2Rsin(p /3 ) � R, and a
circular bottom of radius R, with the center passing through the vertical middle line
of the body. The radius is R = 10m and the density of the body is half the density
of water ( r b = 0.5r w). The free �oating equilibrium position zeq of the center of the
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FIGURE 4.5 – Initial setting for the hydrostatic case tests.

body can be evaluated as

zeq =
R
2

�
1 �

r b

r w

� � p
3 � 2 +

2p
3

�
. (4.6)

4.2.1 Forced motion test

In this test, the structure moves vertically in forced motion starting from the
initial equilibrium position zeq = 4.57m and oscillates of z = � 2m with a period
T = 10s. The time dependent analytical solution of the water elevation at the con-
tact points x� is

dc(t, x� ) =
�

t 0

�
x+ � x�

4
p

g
nG

�� 2

,

as it has been de�ned in section 4.2.1.
We can see in �gure 4.6(a) the propagation of the wave generated by the forced

motion of the body at t = 6.66s. Figure 4.6(b) shows the position of the contact point
in time. The numerical solution presents the same behaviour of the exact solution.
The error on the mass is evaluated with the body at the equilibrium position: the
method conserves the mass within the limits of the �nite domain and the absorption
layer at the boundary.

Finally, in �gure 4.6(d), we present a convergence study for 3 grids of Nel =
[25, 50, 100] and for polynomial order of p = [ 1, 3, 5]. Compared to the results of
section 4.1.3, we have calculated a sub-optimal rate of convergencerc = 1 for all the
mesh tested. This is probably due to the fact that the initializations of the �rst two
steps of eBDF3 method are evaluated with Euler, instead of the exact solution and
the initial �rst order error is then propagated to the rest of the simulation.

4.2.2 Decay motion test

For the decay test, the body presented in �gure 4.5 is released from an initial posi-
tion z0 = ze � 2m and left to return to the equilibrium position. The semi-analytical
solution of the position of the center of gravity dG has been anticipated in section



66 Chapter 4. 1D numerical results

(A ) (B)

(C) (D)

FIGURE 4.6 – Snapshot of the forced motion test case: (a) solution at
t = 6.66s. Figure (b) shows the evolution of the contact point and the
exact solution from eq. (2.147). Figure (c) shows the amount of error
on the total mass during the simulation. Figure (d) Convergence in
time for the forced motion test.

2.6.3 and reads:
(

(mb + madd)d̈G = � cdG � n( �dG) + b(dG)( �dG)2

(dG, �dG)( t = 0) = ( d0
G, 0).

(4.7)

Eq. (4.7) is solved at every timestep and allows us to validate our numerical solution.
As for the NSW scheme, the ODE (4.7) is solved by the eBFD3 time integration

scheme, with the two initializing steps done by the Euler �rst order scheme, such
that the two solutions are consistent in time. As we can see, the numerical and the
semi-analytical solutions have a good agreement. The small difference in the peak
at t � 3s is probably due to Euler initialization at the �rst two steps that propagates
in time two different errors, for 4.7 and 2.131, in the solutions. Also in this case the
mass is kept constant within the limit of the absorption of the propagating wave.

4.3 Pontoon

This test case analyses the interaction of a �xed �oating rectangular box with
a weakly nonlinear solitary wave [55, 120, 154]. In particular, we are interested in
reproducing the VOF-RANS results in [120] and FNPF results [55]. The basic setting
is shown in �gure 4.8. It consists in a rectangular box of length L = 5m with a draft of
hdra f t = 0.4m and total height of 0.6m. The body is placed with the center of gravity
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(A ) (B)

(C) (D)

FIGURE 4.7 – Snapshot of the decay test case: (a) initial state, 4.7(b)
solution at t = 6.66s. Figure (d) shows the evolution of the center of
gravity and the exact solution and �gure (c) the conserved mass of
water during the simulation.

FIGURE 4.8 – Initial setting for the pontoon test case.

at x = 0 in a water �ume that extends for 90 m in both directions and constant depth
h0 = 1m. The last eighteen meters in both directions are used as an absorption layer.
The two wave gauges are located at G1 = � 31.5m and G2 = 26.5m, to track the
re�ected and transmitted waves. The �ume is discretized by a mesh of Nw = 25
elements in the water domain and of Nb = 5 elements in the inner one, for an higher
resolution, and order p = 3 everywhere. The initial solitary wave is de�ned by the
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GN exact solitary wave eq. (2.141).
From the original VOF-RANS test, we do not have any information about the

generated wave but the initial elevation and adjusting g, we can get a initial pro�le
as similar as possible.

Due to the nonlinearity of the initial wave, the NSW model can not solve the
propagation without the wave breaking, subsequently the free surface domain must
be modelled by the MS system. However, thanks to proposition, the NSW model is
used in the body domain to describe the congested �ow. As introduced in section
2.2.3, we set up a NSW free surface coupling layer between the MS domain and the
body domain. The length of the coupling layer has to be carefully calibrated and in
the design of the pontoon test, the coupling layer has been kept as small as possible
to avoid the distortion of the incoming wave and to permit the propagation of the
dispersive characteristic of the solitary wave.

(A ) (B) (C)

(D) (E) (F)

FIGURE 4.9 – Snapshot of the pontoon interacting with the incom-
ing soliton at maximum and minimum wave elevation ( time =
[14.44, 16.44]s): (a) and (d) wave elevation, (b) (e) wave �ow and (c)
and (f) Inner pressure.

The plots in �gure 4.9 show the snapshots of the solution at two different timesteps
(time = [ 14.44, 16.44]s). We can see that the �ow q of the wave remains continuous
in the interaction with the body and the pressure P under it evolves smoothly. The
VOF-RANS and Boussinesq solutions are compared in �gure 4.10(a): the top plot
shows the incoming and re�ected waves detected by the �rst gauge and the lower
the transmitted ones. Considering the initial discrepancy between initial waves of
the two tests, the results show a good agreement. Principally the MS solution over-
predicts the peaks of the transmitted wave and under-predicts the trail of the re-
�ected one but it still captures the salient characteristic of the solution. Finally we
have tracked the error between the initial water mass and instantaneous waver mass,
presented in �gure 4.10(b). The error growing between t = 0s � 20s is due to the ab-
sorption of the trail of the incoming soliton that travels in the � x direction. The
other growing trend is at t > 35s when the transmitted and re�ected wave arrive to
the two sponge layers. Anyway, once the trail is absorbed, from t � 20s to t � 35s
the total mass is conserved.
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(A ) (B)

FIGURE 4.10 – (a) Elevation at the two gauges; (b), error in the total
water mass during the simulation.

As we have seen in the forced and decay motion cases in section 4.2.1 and 4.2.2,
this model can be easily modi�ed to solve the case of a �xed pontoon with different
bottom shapes and see how this effect the transmitted and re�ected wave. In partic-
ular we tested a triangular bottom, a round parabolic bottom and a �at bottom with
a deeper submerged area. The non-squared pontoons are designed to have a sub-
merged volume equal to the one of the �rst test in �gure 4.8. The mesh is the same
as for the previous pontoon test. We see that the shape greatly affects the pro�le of
the inner pressure (�gures 4.9(f), 4.11(c), 4.11(f)). However, the transmitted and re-
�ected waves are very similar to the original test, as we can see from the gauges plot
in �gure 4.11(j). For the �xed body setting the displaced volume (area in 2D) seems
more important than the shape or the maximum depth. This is con�rmed by the last
test in �gure 4.11(g), where we have a �at bottom pontoon that reaches the same
maximum depth of the triangular one thus having a larger displaced area. From the
gauges in �gure 4.11(j) we see a substantial difference as the re�ected wave is higher
and the transmitted smaller. The force applied vertically by the wave on the bottom
of the body in �gure 4.11(k) is very similar in all the tests with the biggest difference
seen after the peak of the wave has passed the body.

4.4 Heaving box

4.4.1 Single box

We consider a heaving box interacting with a stream function wave [64]. The
basic setting shown in �gure 4.12, consists of a rectangular box of length l = 6m
and height = 10m, with a displacement volume of 30 m2 and density r b = 0.5r w in a
water �ume. The �ume has constant depth of h0 = 20m and its length is de�ned by
the length of the propagating waves. In particular, the section left of the body is 5 l
wavelength long, such that is accommodates a initial sponge layer (2 l ), a generation
layer of 1l and a propagation section. The �ume right to the body only needs to have
an absorption section and it is long 4 l . The generation and absorption of waves is
performed with the routine presented in section 2.5, where the wave elevation and
�ux are imposed as

d(x, t) = w(x)d(x, t) + g(t)(1 � w(x))dtarget(x),

q(x, t) = w(x)q(x, t) + g(t)(1 � w(x))qtarget(x),
(4.8)
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(A ) (B) (C)

(D) (E) (F)

(G) (H ) (I)

(J) (K)

FIGURE 4.11 – Snapshot of the different bottom shaped pontoons at
(t = 16.44s). Top row: triangular pontoon; Middle row: rounded
pontoon; Bottom row: �at pontoon with large draft. Left column:
wave elevation; Middle column: discharge; Right column: pressure
on the body. The last two plots show (j) Surface elevation at the two
gauges and (k) vertical force acting on the body.
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FIGURE 4.12 – Particular of the heaving body after 120s, for a stream
wave of period T = 6s and steepnesss = 0.025.

where w(x) ! [0, 1]. Because of the nonlinear nature of the set of waves tested, the
outer domain must be solved with the MS equations. As in section 4.3, we de�ne a
small NSW free surface coupling layer around the body, to couple the inner non dis-
persive model to the dispersive one. The NSW layer is calibrated to be long enough
such that we avoid the propagation of dispersive terms under the body, where they
are equal to zero and short enough to permit the propagation of the wave with min-
imal distortions. In practice, we have seen that LNSW = l

5 , gives acceptable results.

Period T[s] Amplitude A[m] Steepnesss [� ]
6.00 2.75� 10� 3 10� 4

7.00 3.6� 10� 3 10� 4

8.01 4.45� 10� 3 10� 4

9.99 6.05� 10� 3 10� 4

5.99 0.69 0.025
6.99 0.9 0.0249
8.01 1.12 0.025
10.01 1.53 0.025
5.97 1.38 0.0495
6.95 1.8 0.0494
7.92 2.23 0.0497

TABLE 4.1 – Period, amplitude and steepness of the wave tested

We tested three set of waves of increasing steepnesss = A
l , where A is the wave

amplitude and l the wave length. These are listed in the table 4.1. These waves have
been chosen to represent a fair range of waves in the application window of the MS
model, from very linear and long wave to weakly nonlinear ones. The outcome
results are presented in terms of a simpli�ed Response Amplitude Operator (RAO)

RAO =
max(hi ) � min (hi )

2A
, (4.9)

where hi is the distance of the body center of gravity from the equilibrium position.
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The RAO here represents an indication of the maximum displacement of the body in-
teracting with a wave of amplitude A. The RAO evaluated from the Boussinesq sim-
ulation is then compared to the results given by the LPF and the CFD simulations.
From the plot in �gure 4.13, we notice that for linear waves (steepness s = 10� 4),
the Boussinesq model reproduces the behaviour of the linear model, with the char-
acteristic peak at the resonance frequencyT = 5.6s. For wave with a low steepness
of s = 0.025, the linear code presents the same behaviours for linear waves since
the RAO in the linear model does not depend on the nonlinear characteristics of the
incoming wave but only the period. However, for the Boussinesq code, we have an
improved solution, being in good accordance with the outcome of the CFD model
where the resonance peak atT = 6s is about half the response of the linear model.
For higher wave steepness in �gure 4.15, the Boussinesq model, while improving the
results of the linear code, can not fully catch the higher nonlinearity and the RAO
has a value halfway between the linear and the RANS result. Note that for the fastest
and shortest waves (T < 6s) we do not have any result for the Boussinesq model as
we are outside its application window, suggesting that a Boussinesq model with im-
proved properties should be used instead. Moreover, enhanced Boussinnesq models
such as the Green-Naghdi [81] or the Nwogu [139], at the cost of a greater complex-
ity, have a more complete description of nonlinearity and could improve the results
for high steepness waves.

FIGURE 4.13 – RAO plot for a linear stream wave of steepness s =
0.0001 .

Nonentheless, the MS model greatly improves the results obtained by the simple
linear code, at a fraction of the computational cost of a CFD simulation. Table 4.2
presents the performance of the RANS and the Boussinesq models in the form of
computational time per wave period. The RANS simulations use existing codes on
OpenFOAM [123] with a mesh of 250 000 cells for the waves of period T = 6sand of
350 000 cells in the other cases. The Boussinesq simulations are done on a in-house
code in Matlab [175] with a mesh of 51 elements in total and of polynomial order
p = 3. As we can see from the table 4.2, the computational time per period used
by the Boussinesq model is two to three orders of magnitude smaller than the CFD
ones. This, together with the numerical results of the RAO of the heaving box in
�gures 4.13-4.15, con�rms that the Boussinesq model is a cost effective alternative to
a full RANS model if applied within the range of validity.
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FIGURE 4.14 – RAO plot for a weakly nonlinear stream wave of steep-
nesss = 0.025.

FIGURE 4.15 – RAO plot for a weakly nonlinear stream wave of steep-
nesss = 0.05.

s Period T[s] CFD [s/ T] Boussinesq[s/ T]
0.025 5.99 52 000 92

6.99 77 000 123
8.01 92 000 143

0.05 5.97 71 000 102
6.95 120 000 120
7.92 150 000 145

TABLE 4.2 – Computational effort per wave period for the CFD and
Boussinesq models

4.4.2 Multiple bodies

Within our framework, we can use the domain decomposition to simulate mul-
tiple bodies. The scheme can simulate longer arrays but as a proof-of-concept and
considering the limitation of a non-optimized code, we examine a small array of
two bodies con�guration, as shown in �gure 4.16. Each body can be alternatively
�xed or heaving. As matter of comparison for the dynamics of the two bodies, we
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FIGURE 4.16 – Multi body problem. Each body can be either a �xed
pontoon or a heaving body. Here the simulation of two heaving bod-
ies with a wave of period T = 10s and steepnesss = 0.025.

consider the setting of section 4.4.1: both bodies have length l = 6m and height
hb = 10m in a �ume of constant depth h0 = 20m. The dimension of the free surface
domains is de�ned by the length of the wave tested, such that we can accommodate
the generation and the absorption layer. The left free surface domain is 5 l long and
the last domain is 4l . The NSW layer around the bodies is a single element of length
equal to a �fth of a wave length. The polynomial order is p = 3. The length of the
central domain can affect the resulting dynamics of the body and at �rst is set to be
proportional to the wave length L = 2l . The �gure 4.17 shows the response of the
moving bodies of the simulations to four set of waves of period T = [ 6, 7, 8, 10]sand
steepnesss = [ 0.0001, 0.025]. We can see from the �gure 4.17, that the interaction of
the transmitted and re�ected waves for the two bodies affects the RAO. We can see
that, a part from the short linear wave where the single body (the dashed line in the
plots) is at resonance frequency, the �rst body (blue stars and squares � , � ) bene�ts
by the re�ected waves on the second one (red Xs and triangles � , / ), especially when
the latter is another heaving body. It is interesting to notice that the variations of the
RAO of the two bodies present similar trends to the single body RAO, especially for
the more linear waves. This is probably do to the fact that the space between the to
bodies is not �xed through the different simulations but it is always proportional to
the wave length.

We expect that the RAO can vary with less predictable trends in case the distance
is �xed, thus for the next case, we have tested the same set of waves with the two
bodies at a �xed distance of 20m, shorter of any wavelength tested. Figure 4.18
shows the resulting RAO. In this case the re�ected wave has a dampening impact
on the movement of the �rst body, resulting in it having a smaller movement than
the second one in most cases. This test shows also the importance, in the future, to be
able to optimize the placement of several bodies in such a way that the constructive
behaviours are enhanced and the destructive ones minimized.
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(A )

(B)

FIGURE 4.17 – RAO plots for a stream wave of period T =
[6, 7, 8, 10]s for the multiple bodies tests with the distance between
the bodies dependent on the wave length l = 2l , steepnesss = 10� 4

in �gure (a) and s = 0.025 in (b): the dashed line is the single body
RAO, � and � the �rst and second heaving bodies in series, � a heav-
ing body in front of a pontoon and �nally / , a heaving body behind a
pontoon.
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(A )

(B)

FIGURE 4.18 – RAO plots for a stream wave of period T =
[6, 7, 8, 10]s for the multiple bodies tests with the �xed distance be-
tween the bodies of 20m, steepnesss = 10� 4 in �gure (a) and
s = 0.025 in (b): the dashed line is the single body RAO, � and �
the �rst and second heaving bodies in series, � a heaving body in
front of a pontoon and �nally / , a heaving body behind a pontoon.
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5.1 2D model

FIGURE 5.1 – 2D setup of the body problem.

The procedure to derive the one dimensional models performed in chapter 2 is
general and can be applied to derivation of the two dimensional asymptotic model
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[112]. Starting from the 3D Euler's equations

8
>>>><

>>>>:

ux + vy + wz = 0

ut + uux + vuy + wuz + 1
r w

px = 0,

vt + uvx + vvy + wvz + 1
r w

py = 0,

wt + uwx + vwy + wwz + 1
r w

pz + g = 0.

(5.1)

The non-dimensional variables are evaluated in the free surface and body domain as
in de�nition 1. The asymptotic development of the 3D Euler eq. 5.1 is equivalent to
the 1D system and following the same steps, we obtain the two dimensional depth
averaged model at different orders of precision. The 2D model are written in terms
of the depth, velocity, �ow and total pressure in (x, y, t) = ( x , t) 2 W:

d = d(x , t), ū =
�
ū1(x , t)
ū2(x , t)

�
, q̄ =

�
q̄1(x , t)
q̄2(x , t)

�
, P = P + gd,

where ū1, ū2, q̄1 and q̄2 are respectively the depth averaged velocity and �ow in the x
and y directions. We avoid to repeat the derivation of the asymptotic model and we
report here only the �nal model for the free surface and the body domain. We are
going to consider, as for the one dimensional models, only problems with a constant
bathymetry b(x ) = b0 = 0. From now on, we drop the ¯(�) notation for the depth
averaged variables, as they are the only variables considered.

5.1.1 Free surface domain

Here we present the two dimensional NSW, Abbott and MS model for the evo-
lution of the free surface domain Ww.

Two dimensional NSW model. At the asymptotic precision of O(m2), the two di-
mensional nonlinear shallow water (2D NSW) system reads

dt + r � q = 0, (5.2a)

qt + r � (q 
 u ) + dr P = 0. (5.2b)

The derivative operators r (�) and r � (�) represent respectively the gradient and the
divergence operators. The tensor product 
 is de�ned as

f 
 g =
�

f1g1 f1g2

f2g1 f2g2

�
, with f =

�
f1
f2

�
, g =

�
g1

g2

�
.

Two dimensional Abbott model. Including in the approximation the terms of or-
der O(#m2, m4), we have the two dimensional Abbott model. In terms of d(x, y, t)
and �ux q(x, y, t), it reads

dt + r � q = 0,

qt + r � (q 
 u ) + dr P =
h2

0

3
r (r � qt ).

(5.3)

Two dimensional MS model. The two dimensional MS model can be deducted
from the 2D Abbott equations as in chapter 2. The relation (2.50) is valid also in 2D



5.1. 2D model 79

and reads
qt = � h0r d + O(#, m2).

such that
r (r � qt ) = h0r (Dd) + O(#, m2).

where D = r � (r ) is the Laplacian operator.
De�ning the two dimensional linear operator

L B(�) =
�
1 � Bh2

0r (r� )
�

, B a
d(�) = dr

�
1 + aMSh2

0D
�

, (5.4)

the 2D MS model is:

dt + r � q = 0,

L B(qt ) + r � (q 
 u ) + B a
d(P) = 0.

(5.5)

As for the 1D model, setting the free parameter B and aMS to zero, permits to retrieve
the NSW model. The optimal values to enhance the linear dispersion properties are
aMS = 1/15 and B = 1/3 + aMS.

Linear dispersion relation. We refer to the 1D linear dispersion discussion in chap-
ter 2 as the same conclusions can be deduced in terms of precision and application
window of the three 2D model presented.

5.1.2 Body NSW model

In the two dimensional inner domain Wb, we can still prove the following result:

Proposition 5. In Wb, under the standard assumptions of the Boussinesq theory

m4 � 1, # � m2,

in absence of pitch, roll and yawn, all high order dispersive terms are negligible.

Proof. Consider the high order term of the Abbott model r (r � (qt )) . As the function
and it's derivative in space and time are continuous, we can invert the order of the
derivative as r (r � (q) t ). Taking the derivative in time and the gradient of the mass
eq. (5.2a), we have that

r (dtt ) = �r (( r � q) t ).

But dtt = a is the vertical acceleration of the body, which in absence of pitch, roll or
yawn is constant in space and r a = 0, thus

r (r � qt ) = 0.

Proposition 5 implies that the dispersion effects under the body are negligible
and we can use the 2D NSW model

dt + r � q = 0, (5.6a)

qt + r � (q 
 u ) + dr P = 0. (5.6b)

The expression for the pressure is evaluated taking the divergence of the momentum
eq. (5.6b):

r � (dr P) = r � qt + r � (r � (q 
 u )) .
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As for the 1D model, we can de�ne the acceleration of the body evaluating the time
derivative of the mass equation (5.2a), such that the pressure equation becomes

r � (dr P) = � a+ r � (r � (q 
 u )) . (5.7)

Finally, the acceleration is evaluated from the Newton's second law

mba = � gmb +
Z

Wb

P bn̂dx , (5.8)

where dx = dxdy is the in�nitesimal area and ˆn the outward normal vector to the
body.

5.1.3 Coupling domains

As for the 1D problem in section 2.2.3, the coupling between the free surface do-
main and the body domain, is handled by introducing a small non-dispersive layer
Wl around the body where we solve the 2D NSW eqs. (5.2). This layer is introduced
to be able to compute some conservation laws, in particular energy and mass con-
servation.

Conservation relations

Let consider the free surface and body domain W = Wb [ Wl with the interface
Gi = Wb \ Wl as in �gure 5.1. The general NSW system is:

ht + r � (q) = 0,

qt + r � (q 
 u ) + dr (gh + P ) = 0,
(5.9)

where P is the pressure at z = d. By de�nition we have P = P air = 0 in Wl and
P = P b in Wb. The energy conservation statement can be obtained multiplying the

components of system (5.9) by the vector V =
h
gh2

2 + P � k, u
i
, where we have

denoted k = u 2/2 = u � u /2 the kinetic energy, with � the scalar product. After
simple manipulation, we obtain the 2D formulation of eq. (2.100):

�
g

h2

2
+ dk

�

t
+ r � (q(gh + P + k)) = �W , (5.10)

where W = P dt is the power transmitted/absorbed to/from the free surface or
body. Setting

E = g
h2

2
+ dk, F = q(gh + P + k), (5.11)

we can write compactly
Et + r � (F ) = �W . (5.12)

The same conservation relation (5.10) can be evaluated for the free surface domain
Wf = Ww [ Wl . In Wf both P and W are zero and we recover the classical energy
conservation for the shallow water equations. As for the 1D energy conservation
law, eq. (5.12) represents the energy conservation only for �xed structures while for
moving bodies it provides an energy balance. We can now couple the two domains,
in particular the eqs. (5.9) and the pressure eq. (5.7). We de�ne the vector x = ( x, y)
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Assuming that
lim

x 2Wb
x ! Wl

q = lim
x 2Wl
x ! Wb

q,

lim
x 2Wb
x ! Wl

F = lim
x 2Wl
x ! Wb

F ,
(5.13)

denoting by M and E the total volume of water and the total energy in the domain
W, we can write

M (t) = M (0) �
Z t

0

Z

Wb

Vdx t

E(t) = E(0) �
Z t

0

Z

Wb

Wdx dt
(5.14)

which state that the initial volume (and thus the mass) and energy are conserved
modulo the integral of the volume V of the body and power pushed in/out by the
body.

Note that the de�nition of energy �uxes F and the relations in (5.13) imply the
continuity of the dynamic pressure:

lim
x2Wb
x! Wl

(gh + P + k) = lim
x2Wl
x! Wb

(gh + P + k) = lim
x2Wl
x! Wb

(gh + k). (5.15)

This relation can be considered as a coupling condition on Gi .
Finally, we can deduce the continuity of the nonlinear terms N

N = r � (q 
 u ) + gr
�

d2

2

�
+ dr (P ), (5.16)

as a consequence of the continuity of the �uxes q. From eq. (5.13):

lim
x 2Wb
x ! Wl

qt = lim
x 2Wl
x ! Wb

qt . (5.17)

we can use eq. (5.9) to argue that

lim
x 2Wb
x ! Wl

N = lim
x 2Wl
x ! Wb

N . (5.18)

Coupling conditions

The choice of the coupling conditions in two dimensions replicates the one di-
mensional coupling conditions. We aim to conserve the total mass of the system and
the continuity of the hydrostatic pressure.

Mass conservation As seen in the previous section, the conservation of global mass
stems from the continuity of the normal component of the �ux q. Denoting the
outward one dimensional normals directions to the free surface and body domain
by n̂ l and n̂ b, and by q the �ux vector, we can de�ne the jump at the interface as

[[q � n̂ ]] := qb � n̂ b + ql � n̂ l . (5.19)
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Thus, the conservation of total mass is equivalent to

[[q � n̂ ]] = 0. (5.20)

Hydrostatic total pressure continuity From a physical point of view, one may
argue that in the hydrostatic approximation the value of the pressure at the bound-
aries of the body domain should match the hydrostatic pressure in the free surface
region.This condition, while based on physical grounds, is not consistent with the
conservation of total energy. The continuity condition for the hydrostatic total pres-
sure P = P + gd reads:

[[P]] = 0. (5.21)

5.2 Body dynamics and added mass effects

In the case of freely �oating object, the acceleration of the body has to be solved
to evaluate the instantaneous position of the body and the dynamic pressure P b. As
introduced the acceleration can be evaluated from the Newton second law, eq. (5.8).
The dynamic pressure can be obtained from the de�nition of total pressure P b = P �
gd. Consider now the pressure eq. (2.131b). We de�ne a linear operator, dependent
on the depth d, K d = �r � (dr (�)) , such that we can rewrite eq. (5.7) as

K d(P) = � a+ r � r � (q 
 u ). (5.22)

If the operator K d admits an inverse operator K d, we can evaluate an expression
for the total pressure under the body

P = K � 1
d (� a+ r � (r � (q 
 u ))) . (5.23)

Substituting this de�nition into the Newton's second law eq. (5.8) and considering
that for purely heaving body, the acceleration is not dependent on x , we have an
expression for the acceleration:

�
mb + r w

Z

Wb

K � 1
d (1)dx

�
a = � gmb + r w

Z

Wb

�
K 1

dr � (r � (q 
 u )) � gd
�

dx .

(5.24)
where M add is the added massas in the 1D model:

M add = r w

Z

Wb

K � 1
d (1)dx (5.25)

since it has the dimension of a mass. The expression of the inverse operator and the
added mass in two dimension have been calculated in semi-analytical form in the
paper of David Lannes [111].

5.3 Model summary

We summarize here the complete 2D wave-body model used to solve the evolu-
tion of the free surface domain Wf = Ww [ Wl and body domain Wb.
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The free surface MS-NSW model reads

dt + r � q = 0, x 2 Wf

L B(qt ) + r � (q 
 u ) + B a
d(P) = 0,

(aMS, B) =

(
(1/15, 1/3 + aMS), x 2 Ww,

(0, 0) , x 2 Wl ,

(5.26)

where the operators L B and B a
d had been de�ned in eq. (5.4). The equations of the

body domain are
dt + r � q = 0,

qt + r � (q 
 u ) + dr P = 0, x 2 Wb,

K d(P) = � a+ r � r � (q 
 u ).

(5.27)

The exchange of mass and �uxes through the interfaces Gi and Go is performed
by imposing the continuity of mass, the continuity of the momentum variation and
the hydrostatic total pressure presented in section 2.2.3. On the body-coupling layer
interface, considering that n̂ b = � n̂ l , the coupling reads

[[q]]Gi = 0 ! qb(xi , t) = ql (xi , t),

[[P]]Gi = 0 ! Pl (xi , t) = Pb(xi , t).

)

xi 2 Gi = Wl \ Wb. (5.28)

These are a direct consequence of the conservation of mass eq. (2.110) and the wave
elevation continuity eq. (2.115). The coupling between the coupling layer and the
outer MS domain reads

[[d]]Go ! dw(xo, t) = dl (xo, t),

[[q]]Go ! qw(xo, t) = ql (xo, t).

)

, xo 2 Go = Ww \ Wl . (5.29)

The coupling conditions in the outer domain imply also

qw(xo, t) � ql (xo, t) = u wdw(xo, t) � u l dl (xo, t) = 0 ! [[u ]]Gi = 0, (5.30)

and the momentum variation continuity condition is automatically veri�ed.
Finally, the acceleration equation that permits us to de�ne the position of the

body in time

(mb + M add) a = � gmb + r w

Z

Wb

�
K 1

dr � (r � (q 
 u )) � gd
�

dx . (5.31)

The model is closed imposing some conditions on the outer border. In this case
we have imposed wall conditions

n̂ Gw � (q(x , t)n̂ Gw ) = 0, (5.32)

where the n̂ Gw is the outer pointing normal vector to Gw = ¶Ww. This choice is
done in the attempt to keep the computational domain shorter than what would be
imposing absorption domains close to the border, thus keeping the simulation more
ef�cient.
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5.3.1 Analytical solution

De�nition 3. We de�ne as hydrostatic equilibrium, the state

(dw,l , db, P, q, u , a) = ( h0, db, gh0, 0, 0, 0), (5.33)

with db and h0 as the equilibrium depths under the body and in the free surface regions,
linked by the hydrostatic equilibrium relation

mb

r w
=

Z

Wb

(h0 � db)dx. (5.34)

5.4 2D SEM

The extension of the 1D SEM method introduced in chapter 3 to two dimensions
is conceptually straightforward. However it presents some additional complexity
to the previous case. The computational domain W is dividen in Nel triangular ele-
ments as shown in �gure 5.2.

FIGURE 5.2 – A domain W with boundary Gdivided in a triangular
mesh of Nel elements We.

5.4.1 Basis functions

A function u(x ) can always be represented by the sum of piece-wise polynomial
functions

u(x ) � û(x ) =
M

å
j= 1

ûj j j (x ), (5.35)

where f j (x ) 2 F is a global basis function that sati�es the Cardinal property (3.5) at
the i'th node

j j (x i ) = di j .

Each global function is de�ned on the entire domain W, but it has local support only
on the local domain We and at most the neighbouring ones.
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Similarly to the formulation in one dimension, each global basis function j j (x )

can be represented by the combination of local ones j (e)
j (x )

j (e)
j =

NM

e= 1

P

å
i= 1

j (e)
j (x i ) j (e)

j (x ), (5.36)

where the local basis functions are multivariate polynomials belonging to the e'th el-
ement and de�ned on the set of interpolation nodes. The basis functions are de�ned
in the space

F = f j 2 L2(W) : j jWe 2 Pp(We), 8We 2 Wg.

The 2D polynomial space Pp can be de�ned as the span of all the polynomial func-
tions at most of order p [84, 100, 148]

Pp = SPAN(xayb), a, b � 0, a + b � p.

The complete polynomial space Pp will have dimension 1
2(p + 1)( p + 2). The func-

tion u(x ) can be locally interpolated by

û(e) (x ) =
P

å
i= 1

u(xj ) j (e)
j (x i ) j (e)

j (x ). (5.37)

Basis functions for triangulation

In this thesis we have implemented the unstructured orthogonal basis functions
proposed by Proriol [149] and more recently by Dubiner [51] in two horizontal di-
mensions. As for the 1D model, we de�ne the standard two dimensional triangular
element Ws

Ts = f (r, s)j � 1 � r, s; r + s � 0g. (5.38)

The de�nition of a standard element permits to relate all the different elements to the
same basis functions everywhere and adapt them to each element through a simple
mapping. The nodes in the reference triangle are de�ned by the so called collapsed
coordinate system[100] which maps Ts to the reference quadrilateral

a = 2
1 + r
1 � s

, b = s. (5.39)

The reference triangle, de�ned by the collapsed coordinate, becomes

Ts = f (a, b)j � 1 � r, s � 1g. (5.40)

The advantage of the expression (5.40) is that it has independent limits and the two
dimensional expansion of the basis functions can be constructed as the tensor prod-
uct of the one dimensional functional spaces (3.1) (i.e. Legendre-Lagrange tensor
basis in L2). The two dimensional orthogonal polynomial basis functions are de-
�ned as

j pq(r, s) = j a
p(r) j b

q(s), p, q � 0,

where the one dimensional basis functions can be evaluated using the Jacobi poly-
nomials of order p, Pa,beta

p , presented in section 3.2.1

j a
p(r) = P0,0

p (r), j b
p(r) =

�
1 � s

2

� p

P2p+ 1,0
p (s). (5.41)
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5.4.2 Discrete formulation

Element matrices

We discuss here the formulation of the mass and derivative matrices for the 2D
SEM. Let us consider the PDE

�f (x , t) + ¶x f (x , t) = 0, (5.42)

where f (x , t) is a smooth continuous function de�ned in (x , t) = ( x, y, t) 2 W � R+ .
We consider here the derivative in the x direction, however the deduction of the y
derivative matrix is done in the same manner. Following the Galerkin framework,
we evaluate the variational formulation

Z

W
v �f dx +

Z

W
v¶x f dx = 0, (5.43)

where v = v(x ) is a test function. The exact solution f is approximated by

f̄ =
M

å
j= 1

f̄ j j j (x ) (5.44)

where j j (x ) is a global basis function over W. Since we can not guarantee the con-
tinuity of the derivative of the global basis functions across the the elements, we
switch to the local representation of the approximated solution, knowing that the
global solution can be retrieved through direct summation of the solution in all ele-
ments. In the local triangular domain, the basis functions are continuous and differ-
entiable such that we can de�ne in We the approximations

f̄ =
N

å
i= 1

f̄i j
(e)
i (x ), ¶x f̄ =

N

å
i= 1

f̄i¶x j (e)
i (x ). (5.45)

Assuming that the test functions in each elements are taken as the basis function

v(e) (x ) = j (e)
j (x ), the variational formulation can be written as

Z

We

j (e)
j

N

å
i= 1

�̄fi j
(e)
i (x )dx +

Z

We

j (e)
j

N

å
i= 1

f̄i¶x j (e)
i (x )dx = 0. (5.46)

The two integrals give us the basic blocks to build the matrices. Each entry of the
matrices can be written as

M (e) [i ][j] =
Z

We

j (e)
j j (e)

i dx ,

D (e)
x [i ][j] =

Z

We

j (e)
j ¶x j (e)

i dx
(5.47)

It is convenient to employ the reference triangle Ts in the (r, s)-coordinate system (5.38)
to evaluate the matrices's elements. The elementsWe are mapped to Ts using a
Gordon-Hall trans�nite interpolation procedure [79]. Through chain rule and the
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mapping, the integrals in the reference triangle are
Z

We

j (e)
j (x ) j (e)

i (x )dx = J (e)
Z

Ts

j Ts
j (r, s) j Ts

i (r, s)drds,
Z

We

j (e)
j (x )¶x j (e)

i (x )dx =

J (e)
Z

Ts

j Ts
j (r, s)

�
rx¶r j Ts

i (r, s) + sx¶sj (e)
i (r, s)

�
drds,

(5.48)

where rx, sx are geometric weights and J (e) the Jacobian of the transformation map
between We and Ts. The mass matrix can be thus de�ned as

M (e) = J (e)M T . (5.49)

The local derivative integral has a contribution from both direction r, s. In the same
way of the 1D discretization, we introduce the differentiation matrices in the r and s
directions

D r =
Z

Ts

j Ts
j (r, s)¶r j Ts

i (r, s)drds,

D s =
Z

Ts

j Ts
j (r, s)¶sj Ts

i (r, s)drds.
(5.50)

We can then de�ne the differentiation matrix in x as the sum of these two contribu-
tions

D (e)
x = J (e) (rxD r + sxD s), (5.51)

where rx and sx are geometric weights de�ned by the mapping between the two
domains. In a similar fashion we de�ne the y differentiation matrix as

D (e)
y = J (e) (ryD r + syD s). (5.52)

Patching together the element matrices, we can calculate the global mass matrix M
and differentiation matrices D x and similarly �nd the differentation matrix in the y
direction D y.

Divergence and gradient reconstruction

Divergence. We consider the differential equation in W = Wi [ Wj

U + r � F (U ) = 0, (5.53)

where U = U (x, y) and F (U ) = [ E(U ), G(U )], E, G two function depending on U,
to formulate the discrete divergence operator with the coupling matrices between
the different domains. The variational formulation in Wi is

Z

Wi

j iUdx +
Z

Wi

j i r � F (u)dx +
Z

G
j i (F̂ (U ) � F � (U )) n̂ sdS= 0, (5.54)

with G = ¶Wi \ Wj and n̂ s = [ n̂t̂]T the vector normal to the surface G. F � (U )
represents the value of F (U ) on the boundary and F̂ (U ) is a numerical �ux term,
for simplicity and similarly to the 1D discrete model, has been chosen to be centred
�ux

F̂ (U ) =
1
2

(F + (U ) + F � (U )) , (5.55)



88 Chapter 5. Multidimensional extension

such that
[[F (U )]] = F̂ (U ) � F � (U ). (5.56)

If we expand the vector F (U ) to its components
Z

Wi

j iUdx +
Z

W
j i¶xE(U )dx +

Z

Wi

j i¶yG(U )dx

+
Z

G
j i [[E(U )]]n̂dS+

Z

G
j i [[G(U )]] t̂dS = 0.

(5.57)

Substituting the interpolation of U, E(U ) and G(U ), the coupling integrals becomes

Z

G
j i [[E(U )]]n̂dS=

1
2

Z

G
j i ( j +

j E+ (U ) � j �
j E� (U )) n̂dS,

Z

G
j i [[E(U )]]n̂dS=

1
2

Z

G
j i ( j +

j E+ (U ) � j �
j E� (U )) n̂dS.

(5.58)

On each border element We , these integral are line integrals on the edge Gk, k = 1, 2
or 3 that is shared between domains and we can use the 1D local mass matrix (3.27)
to evaluate the integrals

1
2

Z

Gk

j i ( j +
j E+ (U ) � j �

j E� (U )) n̂dS=
1
2

(M +
k E+ (U ) � M �

k E� (U )) n̂

1
2

Z

Gk

j i ( j +
j G+ (U ) � j �

j G� (U )) t̂dS =
1
2

(M +
k G+ (U ) � M �

k G� (U )) t̂
(5.59)

We de�ne the normal and tangential coupling matrices patching together the local
matrices to global ones, that have zeros entry for all the internal nodes and the ele-
ment of the 1D local mass matrix for the interface nodes

Cn̂
k� =

1
2

M �
k n̂k,

Cn̂
k+ =

1
2

M +
k n̂k,

Ct̂
k� =

1
2

M �
k t̂k,

Ct̂
k+ =

1
2

M +
k t̂k.

(5.60)

Note tha for the domain Wj , we can deduce the same equations with the normal
vector m̂ s = � n̂ s. Eq. (5.53) discretized in space becomes

M U + ( D x + Cn̂
k� + Cn̂

k+ )E(U ) + ( D y + Ct̂
k� + Ct̂

k+ )G(U ) = 0. (5.61)

Gradient The discrete coupled gradient operator is found in a similar fashion: con-
sider the differential equation

U + r F = 0, (5.62)

where now U = [ U1(x, y), U2(x, y)] is a vector and F = F(x, y) a scalar function. We
can rewrite eq. (5.62) as

¶tU1 + ¶xF = 0

¶tU2 + ¶yF = 0
(5.63)
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Changing to the variational formulation, integrating by parts twice the derivative
terms and using the interpolated functions, we can pass to the space discrete formu-
lation

M ¶tU1 + ( D x + Cn̂
k� + Cn̂

k+ )F = 0

M ¶tU2 + ( D y + Ct̂
k� + Ct̂

k+ )F = 0
(5.64)

We can de�ne the coupled differentiation matrices

Q x = D x + Cn̂
k� + Cn̂

k+ ,

Q y = D y + Ct̂
k� + Ct̂

k+ .
(5.65)

and the discrete gradient and divergence operators.

De�nition 4. We de�ne the discrete gradientQG and divergenceQD operators as

r ) Q G =
�
Q x

Q y

�
, r� ) Q D = [ Q x, Q y]. (5.66)

Finally, we de�ne the mass matrix for vectorial functions as

M =
�
M 0
0 M .

�
(5.67)

5.5 2D nonlinear dispersive wave-body discrete model

5.5.1 First order formulation

The numerical resolution of the models is done evaluating the �rst order deriva-
tive formulation. Thus, starting from the eqs. (5.26) and (5.27), we de�ne auxiliary
variables such that the free surface model in Wf becomes

Pt + gr � q = 0,

qt + r � (q 
 u ) + dr P = H , x 2 Wf

H = Bh2
0r G + aMSh2

0dr F,

G � r � qt = 0,

F � r � N = 0,

N � r P = 0.

(5.68)

Likewise, for the body model

qt + r � (q 
 u ) + dr P = 0,

� r � w = � a+ r � k , x 2 Wb,

w � dr P = 0,

k � r � (q 
 u ) = 0.

(5.69)

Note that the mass equation is not solved explicitely in Wb but it acts as a con-
straint on the position of the body. Moreover the pressure equation solved in the
system (5.69), is valid also in the free surface domain and it is automatically sasti-
�ed.
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5.5.2 Variational formulation

The discrete formulation of the model is evaluated passing through the varia-
tional formulation. We multiply the eqs. (5.68) and (5.69) by a test function j i (x )
and integrate in each subdomain Ww,l ,b. The non conservative products, dr P, which
are not continuous over the interface between the free surface and body domains, are
treated with the same strategy introduced in section 3.3.2. We make use of penalty
terms consistent with the local linearization of the quasi-linear form of the system.

In the following equations the integral terms of the kind
R

W j i r � ()dx are rep-
resented already after a double integration by part, such that we have the coupling
terms on the interfaces. The variational form of the free surface system reads

Z

Ww

j i Ptdx + g
Z

Ww

j i r � qdx + g
Z

Go

j i [[q]]n̂ SdS= 0, (5.70a)
Z

Ww

j iqtdx +
Z

Ww

j i r � (q 
 u ) dx +
Z

Go

j i [[q 
 u ]]n̂ SdS

+
Z

Ww

j idr Pdx +
Z

Go

j i d̂[[P]]n̂ SdS=
Z

Ww

j iHdx ,
(5.70b)

Z

Ww

j iH dx = Bh2
0

� Z

Ww

j i r Gdx +
Z

Go

j i [[G]]n̂ SdS
�

+ aMSh2
0

� Z

Ww

j idr Fdx +
Z

Go

j i d̂[[F]]n̂ SdS
�

,
(5.70c)

Z

Ww

j i Gdx �
Z

Ww

j i r � qt �
Z

Go

j i [[qt ]]n̂ SdS= 0, (5.70d)
Z

Ww

j F �
Z

Ww

j i r � Ndx �
Z

Go

j i [[N ]]n̂ SdS= 0, (5.70e)
Z

Ww

j iNdx �
Z

Ww

j i r Pdx �
Z

Go

j i [[P]]n̂ SdS= 0, (5.70f)

where we have de�ned n̂ S = [ n̂1, n̂2]T and dSthe out pointing normal vector to the
surface and the in�nitesimal surface, respectively. In the coupling layer, we can do
the same consideration as in the 1D case of eq. (3.46). The variational formulation
is identical to the one of Ww with (a, B) = ( 0, 0) and the jump terms both on the
MS-NSW interface Go and on the NSW-body interface Gi .

The weak formulation in the body domain is evaluated in the same manner:
Z

Wb

j iqtdx +
Z

Wb

j i r � (q 
 u ) dx +
Z

Gi

j i [[q 
 u ]]n̂ SdS

+
Z

Wb

j idr Pdx +
Z

Gi

j i d̂[[P]]n̂ SdSx = 0,
(5.71a)

�
Z

Wb

j i r � wdx
Z

Gi

j i [[w ]]n̂ SdS= �
Z

Wb

j i adx

+
Z

Wb

j i r � kdx +
Z

Gi

j i [[k ]]n̂ SdS,
(5.71b)

Z

Wb

j iwdx �
Z

Wb

j idr Pdx �
Z

Gi

j i d̂[[P]]n̂ SdS= 0, (5.71c)
Z

Wb

j ikdx �
Z

Wb

j i r � (q 
 u ) dx �
Z

Gi

j i [[q 
 u ]]n̂ SdS= 0. (5.71d)

Proposition 6. The variational formulations eqs.(5.70) and (5.71) are exactly well bal-
anced: the hydrostatic equilibrium in de�nition 3 is an exact solution of the weak form.
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Proof. The proof is identical to the 1D case in proposition 2.

5.5.3 Space discrete formulation

Moreover, as for the one dimensional discrete formulation, the matrix
�
Q

G
repre-

sents the derivation matrices dependent on the elevation d, resulting from

�
Q

G
e =

Z

We

j idr Pdx +
Z

Ge

j i d̂e,e+ [[P]]n̂ sdS. (5.72)

Using the de�nition 4, the continuous eqs. (5.68) and (5.69) in space discrete for-
mulation are:

M w,l Pt + Q D
w,lq = 0, x 2 Wf , (5.73a)

L Bqt + Q D
w (q 
 u ) + B a

dP = 0, x 2 Ww, (5.73b)

M b,lqt + Q D
q,l (q 
 u )+

�
Q

G
b,l P = 0, x 2 Wb [ Wl , (5.73c)

Q D
b M � 1

b
�
Q

G
b P = � M 1a � Q D

b M � 1
b Q D

b (q 
 u ), x 2 Wb. (5.73d)

The 2D MS linear operators in matrix formulation are

L B = M w � Bh2
0Q G

wM � 1
w Q D

w , B a
d =

�
Q

G
w + aMS

�
Q

G
w M � 1

w QD
w M � 1

w QG
w (5.74)

Proposition 7. The discrete formulations eqs.(5.73)are exactly well balanced: the hydro-
static equilibrium in de�nition 3 is an exact solution of the discrete form.

Proof. The proof is identical to the 1D case in proposition 2.

5.6 Added mass issues

Following the scheme introduced for the one dimensional model, the vertical ac-
celeration of the body can be evaluated from the Newton's second law. The discrete
formulation of the acceleration equation is

mba = � gmb + r ww TP b. (5.75)

Using the Gauss-Lobatto-Legendre integration weights w T, we can prove the
following proposition.

Proposition 8. Provided that the discrete operator
�
K b is invertible, the discrete formulation

of eq.(5.24)is

(mb + M add) an+ 1 = � gmb � gr ww Tdb � r ww T �
K

� 1
b

�
QbM

� 1
b Qb(q 
 u )+

�
G f Pf

�
.

(5.76)
where the discrete added mass is de�ned as

M add = r ww T �
K

� 1
b w , (5.77)
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and the matrices discrete operators
�
K b and

�
G f are

�
K b=

�
D b

x + Cn̂
b

�
M � 1

b

�
D b

x + Cn̂
b

�
+

�
D b

y + Ct̂
b

�
M � 1

b

�
D b

y + Ct̂
b

�
,

+ Cn̂
b fM

� 1
f Cn̂

f b + Ct̂
b fM

� 1
f Ct̂

f b

�
G f =

�
D b

x + Cn̂
b

�
M � 1

b Cn̂
b f +

�
D b

y + Ct̂
b

�
M � 1

b Ct̂
b f

+ Cn̂
b fM

� 1
f

�
D f

x + Cn̂
f

�
+ Ct̂

b fM
� 1
f

�
D f

y + Ct̂
f

�
.

(5.78)

Proof. The proof is identical to the 1D case in proposition 4.

A particular care has to be taken when solving in time the acceleration eq. (5.76).
In fact it can be shown that using an explicit method to solve in time the acceleration
equation can impact the value of the added mass and if mb < M add the algorithm is
unconditionally unstable [30]. A better choice is to implement an implicit solver, as
the one proposed by Causin et al. [30] for �uid structure interaction, since it would
be stable for every Dt and it will converge even for M add � mb.



93

Chapter 6

2D numerical results

The 2D 'uni�ed' spectral/ hp Boussinesq model as been tested numerically. In
this chapter we are going to present the convergence of the model in case of free
surface, coupling NSW and MS domains in chapter 6.1. Subsequently the pontoon
test case is shown for a rectangular and a cylinder �xed structure: the results on the
study cases presented in chapter 6.2 are shown and compared to reference (CFD and
FNPF) solutions to validate model.

6.1 Coupling multiple domains

The convergence of the free surface model is tested through the use of the man-
ufactured solution technique (cfr. section 2.6.4). We consider a squared free surface
WO domain of dimension (x, y) = [ � 2, 2] � [� 2, 2] m, with a smaller circular subdo-
main WI of radius r = 0.1m and centered in (x, y) = ( 0, 0). The domain is discretized
with a nonstructured triangular mesh as in �gure 6.1(a). We impose the following
manufactured solution

d(x, y, t) = A sin(kx � ct) + h0,

u (x, y, t) = [ cd(x, y, t), 0]T , (x, y) 2 WO [ WI

q(x, y, t) = d(x, y, t)u (x, y, t).

(6.1)

where h0 = 1m is the water depth and A = 0.01m the elevation of the sinusoidal
wave, presented in �gure 6.1(b).

(A )
(B)

FIGURE 6.1 – Mesh (a) and initial solution (b) of the NSW coupled
convergence test.

For simplicity, the wave speed is set to be equal to c = 1m/ s and the wave
number k = p , such that in WO [ WI , we have one wave length. The two domains
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FIGURE 6.2 – Convergence plot for the manufactured solution in
eq. (6.1) solved in two NSW free surface domain.

are coupled with centered �uxes and periodical condition is imposed on the vertical
boundaries (x, y) = ( � 2,y) [ (2,y). The horizontal boundary has re�ective wall
conditions. As �rst test, we solve in both domain the NSW system. As we can see
from �gure 6.2, even though we do not reach the ideal rate of convergence of P + 1
for integration method of order P, the model converges approximately with P + 1
rate for odd order methods and P for even order, as we have experienced for the 1D
wave models.

6.2 Pontoon

We do not have any analytical or experimental solutions for the test cases of the
interaction between a solitary wave and a �xed �oating pontoon. We have thus
evaluated some reference solutions using FNPF and CFD models. First we have
tested a linear solitary wave, using the same solitary wave solution (2.141) of section
2.5.2: 8

>>>>><

>>>>>:

d(x, y, t) = h0 + A sech2(k(x � x0 � ct)) ,

u (x, y, t) = c
�

1 � h0
d(x,t)

�
,

q(x, y, t) = d(x, y, t)u (x, y, t),

k = g
p

2A
2h0

p
h0+ A

, c =
p

g(A + h0),

(6.2)

for a wave of amplitude A = 0.01m over a depth of h0 = 1m. In this test both the
body domain and the outer domain are solved with the NSW equation. The �ume is
240m long and 4 m wide, with a constant depth of 1 m. The pontoon is placed with
its center at (x, y) = ( 0, 0). We have tested two pontoons: a rectangular prism and a
cylinder with a draft of 0.4. The full description of the two pontoons is in appendix
A. In �gures 6.3 and 6.4 we see the solitary wave interacting with the pontoons.

We have placed two gauges at (x, y) = ( � 31.5, 0) and (x, y) = ( 26.5, 0), up-
stream and downstream the pontoon. The results of the gauges, in �gure 6.5, show
that the NSW model underestimates the re�ected wave compared to the FNPF and
CFD simulations, for both the rectangular and cylinder pontoons. However the
transmitted wave is well described.
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(A ) (B) (C)

FIGURE 6.3 – Rectangular pontoon NSW test ad different timesteps:
�gure (a) is the initial condition, �gure (b) shows the moment of max-
imum interaction between the pontoon and the wave and �gure (c)
after the wave has passed.

(A ) (B) (C)

FIGURE 6.4 – Cylinder pontoon NSW test ad different timesteps: �g-
ure (a) is the initial condition, �gure (b) shows the moment of max-
imum interaction between the pontoon and the wave and �gure (c)
after the wave has passed.

(A ) (B)

FIGURE 6.5 – NSW gauges results for the rectangular pontoon (a) and
the cylinder pontoon (b).
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Chapter 7

Latching control

Sommaire
7.1 Latching control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

7.1.1 Principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
7.1.2 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . 98

7.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
7.2.1 1D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

In this chapter, we present the latching control technique: the principle regu-
lating the latching control and its implementation are described in section 7.1, while
section 7.2 shows proof-of-concept results of the application of this control technique
to the heaving box case.

7.1 Latching control

7.1.1 Principle

The reason in implementing a control technique of the body's movement is to
improve the production of energy. Budal and Falnes have shown in [24] that the
power production of point absorber WEC is increased when the device is kept in
phase with the incoming wave period. This can be accomplished with a simple
phase control that consists in latching the motion of the body when its vertical ve-
locity is equal to zero, at the peak and trough of each oscillations, and then releasing
it after a latching period, obtaining an higher vertical speed. The complexity of the
latching control lies in the determination of the latching time. It has been shown that
latching period and the body response are sub-optimal for linear code compared to
CFD [76]. Moreover, small heaving devices in long wave might present overly large
oscillation, breaking the hydrodynamic assumption of small amplitude [82]. Thus, it
is interesting to test the performance of Boussinesq models for which we do not have
such assumption. Several studies considered the evaluation of the latching period
TL, in regular waves it has been shown that half the difference between the wave and
the natural period of the body is a good estimate of TL [67] and in [82]. Greenhow
and White [82] did a theoretical study and demonstrate that, whitin the small ampli-
tude assumption, the response of a latched body is three times the wave amplitude.
In random sea state, different techniques have been proposed [11] to �nd an optimal
latching time. For example Budal et al. [25] has experimented with Kalman �lter,
placed before the body, to detect the instantaneus period and regulate the latching
time accordingly. Other approaches involves the improvement of a speci�c target
characteristic, as the power absorption [10] or the velocity and excitation peaks [89].

In this work, we consider monochromatic and regular waves with a period of
T and we know the natural period of the body Tb. Hence, we consider a constant
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FIGURE 7.1 – Latching timings to put position and elevation in phase:
TL is the latching period, t1, t3 and t5 are the starting latching instants,
at t2 and t3 the body is unlatched.

latching period TL, that is evaluated by:

TL =
t5 � t1

2
� t5 � t4 =

T � Tb

2
, (7.1)

referring to the �gure 7.1. Note that eq. (7.1) presents several limitation. First of all
it can be used only for wave with a period T > Tb. With respect to wave period
T < Tb, other methods had been developed, i.e. declutching [173]. Secondly, the
body must have no or negligible damping and the natural period of the body can
be complicated to de�ne, especially in case of large motions and high nonlinearities.
Finally, the latching period can be de�ned differently for the peak and the trough
of the wave, to better follow the characteristic pro�le of the wave. However, the
following tests had been designed with linear waves and an undamped body, such
that eq. (7.1) is valid.

7.1.2 Implementation

FIGURE 7.2 – Latching algorithm: tsim is the instant time of the simu-
lation, t trans is the transitional time to reach the steady solution, t latch
is the latching instant time, TL the latching period, Dt the timestep.
mb, vb, ab are respectively the mass, the velocity and the acceleration
of the body. F is the force applied to the body.
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The latching algorithm proposed for constant TL is designed on the one pre-
sented by Giorgi and Ringwood [76] for bodies in linear waves. The basic algo-
rithm is shown in the �owchart 7.2. At tsim = 0, the body is considered at the
equilibrium position and water �ume is still. The waves are generated gradually
to reach the �nal elevation. During this transitional time t trans the latching is not
applied, letting the waves and the body reach a steady state. At every timestep Dt,
we evaluate the acceleration of the body thanks to the added mass eq.(2.132). The
latching starts when the vb(tn) = 0 condition is satis�ed. Due to the numerical
precision and timestepping, it is really unlikely to verify exactly the latching con-
dition, a better strategy is to check when the velocity changes direction, thus when
vb(tn)vb(tn� 1) � 0, we have crossed an extremum and the latching is applied. The
condition is veri�ed also when the body is already latched, so a timer t latch has been
set to count how long the body has been locked in the extreme position and at every
new iteration t latch is increased of Dt. Once t latch � TL, the body is released from the
locked state. If the latching condition is veri�ed and t latch < TL, the acceleration and
velocity of the body are set to zero, such that the position of the center of gravity of
the body zcog(tn) = zcog(tn� 1), while if one of the conditions is not veri�ed vb(tn)
and ab(tn) are updated and the dynamics of the body is left free to evolve.

7.2 Results

7.2.1 1D

FIGURE 7.3 – Comparison between the amplitude of the incoming
wave, the free and latched body dynamics, respectively in red, blue
and black.

We have applied the latching algorithm 7.2 to the case of a heaving box with
a width of 6 m and draft 5 m in a water depth of 20 m. The incoming waves can be
regarded as linear (H = 2.23m) with a period of 8 s, which is well outside the box's
heave natural frequency of 5.5s. The results is seen in �gure 7.3, where the latching
have been activated at t = 40s. First we see that the latching, as expected, greatly
increases the motion response of the box. The non-latched solution has a response
amplitude operator (RAO) of roughly 1.2. The latched case in �gure 7.3, albeit the
heave amplitude is not constant in time, clearly has a RAO above 2. We see some
differences between the Boussinesq and the CFD results, mainly in phase, but again
the Boussinesq model correctly captures the salient features of the solution. The



100 Chapter 7. Latching control

latched response is not perfectly harmonic due to re�ected waves and even some air
entrainment (in the CFD case).

(A ) (B)

FIGURE 7.4 – Latched heave motion using (a) the Boussinesq model
and (b) VOF-RANS.

This simple control method is bene�cial although not optimal also in semi-random
sea state. As an example, the same linear incoming wave has been applied to a mul-
tiple body case, in �gure 7.5(a), where the body in the left is a �xed pontoon and
right one is a �oating one. While the incoming wave is a monochromatic one, the
waves interacting with the latched body are the result of transmitted and re�ected
waves and can be considered random. As we can see from the �gure 7.5(b), the os-
cillations of the body latched are again, about twice the amplitude of the incoming
wav, compared to 1.5 times of the free �oating body.

(A ) (B)

FIGURE 7.5 – Figure (a) shows the initial set of the multiple bodies
case and �gure (b) the motion of the center of gravity of second body
for the free heaving and latched cases.
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Chapter 8

Conclusion and follow up

This thesis proposes a novel method to solve the interaction between waves and
�oating bodies in the region of shallow waters, based on weakly dispersive, weakly
nonlinear Boussinesq equations. This study is addressed in particular to the marine
and renewable energy sector, within the design and simulation of heaving point
absorber wave energy converters. In this �nal chapter, we recall the contributions
and the results and we propose some possible follow-up topics.

8.1 Wave-body interaction

We have proposed a depth-integrated uni�ed Boussinesq model for nonlinear
wave-body interaction based on the uni�ed approach [96, 111, 78] which instructs to
divide the computational domain in free surface and body domain and express the
body dynamics by a depth-integrated Boussinesq model too. We have presented the
derivation of three classical nonlinear Boussinesq models (nonlinear shallow water,
Abbott model [2] and Madsen and Sørensen [124]) for the description of the water
waves dynamics in the free surface area. The similar deductions had been used to
obtain the depth integrated model in the body domain and the differential equa-
tions that de�ne the dynamics of the body. as all models based on Boussinesq-type
equations, the model is limited to shallow and intermediate depth regimes.

The wave-body interaction model has been resolved with the spectral/ hp �nite
element method (SEM). In particular, we have discussed the construction of continu-
ous SEM [99] and used them to solve the models inside each domain. The discontin-
uous Galerkin SEM [37] had been considered and applied to implement �ux-based
coupling conditions and permit the exchange of informations between domains.

This results in a new ef�cient and accurate model that simulates the wave prop-
agation and the nonlinear interaction of waves with bodies. We have tested our
framework both for a one horizontal dimension and two dimensions model. We
have demonstrated the high order convergence of the models using manufactured
solutions in case of the coupling between free surface domains and wave-body in-
teractions. Moreover, for the one dimensional case, we have veri�ed the hydrostatic
model for a body in forced motion and decay motion, using the exact and semi-
analytical solution obtained by Lannes [111]. The 1D results for a �xed pontoon test
and a freely �oating body have been evaluated using the dispersive MS model and
have shown a good agreement with the results of FNPF and CFD models and in gen-
eral an improvement in precision compared to linear models. The 2D model, after
being validated with the manufactured solution, has been used to simulate the pon-
toon that shows good agreement with the FNPF and CFD simulations too. Finally
we have implemented the latching algorithm as outlined in Giorgi and Ringwood
[76] to improve the response to the wave motion of the body and apply it to the case



102 Chapter 8. Conclusion and follow up

of a heaving box. The preliminary results show that the Boussinesq model captures
the salient features of the solution shown by the CFD computations, even if they
presents some differences.

8.2 Future developements

The results obtained in this thesis open several research topics, including issues
to be solved and not yet addressed in this work or future developments that will
fully exploit the depth-integrated SEM model introduced.

8.2.1 Stabilization

The �rst important aspect to address is the implementation a pressure stabiliza-
tion technique to eliminate the spurious modes resulting from the discretization that
in�uence the precision of the results. It can be demonstrated that the use of only �rst
order operators with centered �uxes results in spurious oscillations in the solution
[129]. On the other hand, undivided even order operators have a damping effect on
the high frequency oscillations. Notice that these modes had a minimal impact on
the results of our tests. Nonetheless, a countermeasure should be implemented to
completely avoid them, in the view of simulating more complex cases. We propose
two methods:

Fast stabilization technique Consider the inner domain eqs. (2.131). A simple sta-
bilization technique consists in adding a numerical "velocity" vs to the mass equation
(2.131a):

dt + qx = � vs, �vs = mEP. (8.1)

The velocity vs is a perturbation of the mass of the order of the scheme O(Dxp+ 1).
The rest of the derivation of the wave-body model repeats the one presented in chap-
ters 2 and 5.

This stabilization permits to insert easily into the present model a new term that
should absorb part of the spurious oscillations.

Dissipation operator stabilization technique The second idea is to add to the
model a dissipation operator based on the standard continuous Galerkin stiffness
matrix. The main principle is that the continuous second order derivative operator,
without the coupling conditions, can absorb the energy of the unresolved modes
[129]. We suggest a rough implementation of this stabilization method. Consider
the 1D NSW wave-body model

Vt + J aWx + N = 0,

where V = [ d; q]T, W = [ P, q]T and N = [ 0; (qu)x]T is the vector of nonlinear

terms. The matrix J a =
h

0 g
gd 0

i
is the linear acoustic Jacobian. The stabilization in the

continuous model requires to add the stabilizing term S = (� J a(Vt + J aWx + N ))x
to the model and discretize it using only the standard continuous matrices. The main
drawback of this technique is that the numerical resolution is more computational
demanding, as the stabilizing term couples the mass and momentum equations and
a global (mass and momentum) matrix has to be inverted at every timestep. Since
the numerical results, in chapter 4, were minimally affected by the spurious modes
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and the decrease in computational power is non negligible, we have decided to leave
the stabilization to future development.

8.2.2 Domain coupling

Another point of interest is the coupling between the different domains, not only
inner and outer but also MS-NSW coupling. As introduced in the previous chapter,
we have chosen a coupling strategy that conserves the total water mass of the global
domain. However, a method that conserves the total energy could be another sensi-
ble choice. This would mean to use non standard Boussinesq models. In particular
the MS model has to be modi�ed adding a new nonlinear term to become Galilean
invariant, as

dt + qx = 0,

L B(qt + ( uq)x) + Ba
dP = 0.

(8.2)

This new term is within the MS approximation and it does not affect the precision
of the model. Moreover, it can be shown that the invariant MS (iMS) model (8.2)
conserves the energy.

The inclusion of a energy conserving model is going to be necessary in the imple-
mentation of an arbitrary Lagrangian Eulerian model and permitting more degree of
freedom to the model. In this thesis, since we have only considered vertical move-
ment and the results found were acceptable, we have not implemented a energy
conservative model.

8.2.3 Body movements

The natural continuation of this work is the inclusion of more degree of free-
dom to the body, in particular rotations (pitch or yaw) and horizontal translations
(surge and sway). A critical element when we consider sway and surge motions is to
keep track of the contact point between water and body as it de�nes the boundary
between the free surface and the body lateral surface. The position of the contact
point can be accounted using some tracking techniques as the one developed by
Godlewski et al. [78] for congested shallow water �ow and adapt the roof model
to a moving body. This will permit to describe not only the position of the contact
point between water and body on rotating body but also along bodies which walls
are not vertical at the contact point. The approach for the description of horizon-
tal translation is to have water-body interfaces that are time dependent and move
accordingly to the body motion. This can be done setting up the problem in a arbi-
trary Lagrangian Eulerian framework (ALE): we can de�ne two coordinate systems,
the �xed earthbound or Eulerian one and one with the origin framed to the center
of the body, called Lagrangian. Through a mapping between the two coordinates
systems, we can pass between the far �eld (in Eulerian coordinates) or the moving
�elds (body and near �eld) in Lagrangian coordinates where the horizontal motion
is described as a motion of the whole system and the interfaces can be considered as
�xed.

8.2.4 Applications

The �nal aspiration of this work is to bridge these fundamental developments to
applications of engineering relevance. This can be achieved not only by using con-
trol techniques (as the latching previously presented) but also adding a power take
off and damping device to the body, such that the power generated by the device can



104 Chapter 8. Conclusion and follow up

be evaluated and compared to physical experiments. Moreover, we have seen that is
simple to expand the model to simulate multiple bodies, such that farms and arrays
of WEC, as the one presented in [47], can be numerically resolved. Finally, the ability
to simulate multiple bodies in an precise and ef�cient way will permit optimization
studies, which can not be performed by CFD because of the high computational cost.
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Appendix A

2D test settings

We report here the setting of the 2D test for the pontoon, forced motion and free
�oating cases.

Rectangular pontoon

— Flume setting:
Length: L = 240m (x� , x+ ) = ( � 180m, 80m),
Width: W = 2m (y� , y+ ) = ( � 1m, 1m),
Depth: h0 = 1m,
Gauge 1: xG1 = ( � 31.5m) ,
Gauge 2: xG2 = ( 26.5m).

— Pontoon setting
Length: L = 5m, (x� , x+ ) = ( � 2.5m, 2.5m),
Width: W = 1m, (y� , y+ ) = ( � 0.5m, 0.5m),
Draft: hdra f t = 0.4m.
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Cylinder pontoon

— Flume setting:
Length: L = 240m (x� , x+ ) = ( � 180m, 80m) ,
Width: W = 2m (y� , y+ ) = ( � 1m, 1m),
Depth: h0 = 1m,
Gauge 1: xG1 = ( � 31.5m),
Gauge 2: xG2 = ( 26.5m).

— Pontoon setting
Radius: R = 1m,
Draft: hdra f t = 0.4m.
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