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Project description

Wikis have proliferated in knowledge-based organizations filling a need for quick easy online colla-
boration. However, their ability to manipulate numeric data is strikingly limited. To explore this
aspect this project will construct intelligent wikis. As well as textual information such wikis can
represent structured information, make queries, perform numerical computations, make numerical-
based visualization and export data in a variety of formats.

Initially we will apply such wikis in neuroscience. This field provides sufficiently complex, dy-
namic and public data for exploring the utility of the approach. Our first aim is to develop a system
that enables online collaborative meta-analysis of neuroscience data, while the goal is a general sys-
tem for collaborative interaction with both numerical data and textural information.

The project will build extraction tools to populate databases as well as build ontologies to organize
the data. The project will build on an already established framework for databasing of functional and
molecular neuroimaging, but extend it with Web 2.0 services allowing researchers to upload result
data from within image analysis programs, perform online meta-analyses and browse the spatial data
in three dimensional visualizations. An API will be constructed enabling third party applications
to download and manipulate the data. The focus is on Open Science where (paraphrasing Michael
Nielsen) scientific knowledge, with its data and methods, is shared as early as possible in the discovery

process.

Background
Wikis have become increasingly popular. Devised in the middle of the 1990s by Ward Cunning-

ham (Leuf and Cunningham, 2001]) wikis became generally known through the online encyclopedia
Wikipedia initiated in January 2001: The multilingual Web-site is now among the top ten most pop-
ular Web sites world-wide. Many knowledge-based organizations have embraced the wiki-idea and
setup a system on their intranet to let employees have a convenient method for sharing information
that should have some persistence, e.g., information about research procedures in a university research
unit or technical information for users of the IT system of an organization. Many organizations that
need to share information with outsiders such as software co-developers also setup a wiki on the
public Internet, and scientists share knowledge through Wikipedia (Nielsen, 2007E| as well as on
a number of other specialized scientific wikis. Wiki functionality may be provided by MediaWiki,
the software running Wikipedia, but a large number of other software packages also provide wiki
functionality. Some of these, including MediaWiki, enable third-party extensions that provide extra
specialized functionality on the wiki. Semantic wikis provide Semantic Web functionality such that,

e.g., wikilinks on the page can be typed and advanced queries can be made.

I'Self citations are in bold typeface.
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The Semantic Web, that seeks to describe Web content in a machine readable form (Berners-Lee
et al., 2001), can form large-scale data sets which may have great utility for general data mining:
According to IBM their “Watson” question answering system, that in February 2011 beat human
experts in American television Jeopardy, was partly based on knowledge available from the Semantic
Web. Essentially a Web-based three elements (triplet) data structure with consistent Web-reachable
identifiers (HTTP URIs) and open standard languages such as RDF, Notation3 and SPARQL the
Semantic Web may form Linked Data when multiple data sets are combined. One such data set,
the DBpedia, extracts data from the Wikipedias (Auer et al., 2007), and with Web services exposes
the extracted data matched to ontologies, so third-party developers may use the enormous amount of
structured information that resides in Wikipedia. BBC (Kobilarov et al., 2009), New York Times and
Danish newspaper Information have utilized the data provided by DBpedia and made it available on
their homepages. Many other Linked Data data sets exist that form the cloud of Linked Data, e.g.,
general databases such as Freebase, but also specialized life science databases such as PubMed and
OMIM. The presently largest efforts in neuroscience are NeuroCommons and NeuroLex. With the
Brede Wiki I have made initial efforts in generating data for the Semantic Web via the SKOS format
(Nielsen, 2009a).

Neuroinformatics develops tools for analysis and visualization of neuroscience data. Most re-
sults of the neuroscience field is only reported in scientific papers—not uploaded to neuroinformatics
databases—and database curators have difficulties in keeping up with the increasing amount of data
being generated. I have constructed Brede Database based on XML and Matlab for results from neu-
roimaging studies and ontologies (Nielsen, 2003). With information from 186 papers it is smaller
than the BrainMap database and SumsDB, that each have information from around 2000 papers.
However, even these large databases cannot keep up with the papers published in the neuroimaging
field (Derrfuss and Mar, 2009)), — and neuroimaging is just a small part of neuroscience. A recent
Science article (Akil et al., 2011)) reviewed the challenges and opportunities in neuroinformatics and

made recommendations, e.g.:

1) Neuroscientists should, as much as is feasible, share their data in a form that is
machine-accessible, such as through a Web-based database or some other structured
form that benefits from increasingly powerful search tools. 2) Databases spanning a
growing portion of the neuroscience realm need to be created, populated, and sustained.
This effort needs adequate support from federal and other funding mechanisms. |[...]
6) Investment needs to occur in interdisciplinary research to develop computational,
machine-learning, and visualization methods for synthesizing across spatial and tem-

poral information tiers.

I have advocated for a more collaborative and wiki-oriented approach, ‘“neuroinformatics 2.0, to
overcome the problem of database entry (Nielsen, 2009b), and set up the MediaWiki-based Brede
Wiki to record text and numerical information from neuroscience (Nielsen, 2009a). Like a system
such as AcaWikil the Brede Wiki allows for collaborative entry of bibliographic data, summary and
comments on scientific papers, but the Brede Wiki also enables representing numerical data that can

be extracted and added to standard database engines for efficient queries.
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Online meta-analytic databases /AlzGene| (Bertram et al., 2007), SzGene, PDGene| ALSGene| and
MSGene record data from genetic association studies on Alzheimer, schizophrenia, Parkinson dis-
eases, ALS and Multiple Sclerosis respectively. The original data from the scientific studies are
entered and presented in a Web-based environment with meta-analytic results and visualizations.
However, these systems present little two-way interaction, and users of the database may apparently
not manipulate the data, e.g., add extra data or directly download the data in a structured format.

I have built a prototype system—a struc-

2815, associations--

tured wiki—that enables collaborative en-

try, interactive meta-analysis and visualiza-

tion with export of data in several formats
(Nielsen, 2010), see Figure [Il The structured

wiki is though confined to a very specific sci-

entific area (personality genetics) and lacks

the flexibility for other types of data in neuro-

science and close-by areas. This project will 87 papers

seek to extend the system, so multiple types

of data can be handled, more general compu- Figure 1: Extraction of data from scientific papers to a
tation can be made over the Web and data can highly structured wiki with built-in meta-analytic cal-

be added and modified seamlessly culations as well as export to a more “standard” wiki

There are several systems that allow Inter- (the Brede Wiki) (Nielsen, 2010).

net users to share structured data and perform

computations and visualizations online. Google has a several Web services that implement aspects
of the proposal: (Google Fusion Tables, Google DataWiki, Google Public Data Explorer and Google
Spreadsheet. DataWiki and Public Data Explorer are in their early stage. Fusion Table can store
tables, make queries, export and construct some common forms of visualizations, e.g., scatter plots
(Gonzalez et al., 2010). Other online databases are, e.g., Freebase and Fluidinfo. The systems may
have limited ability for computation and specialized plotting as well as lacking a revision control
system known from wikis. The Semantic MediaWiki extension to MediaWiki can store structured
data, make queries and visualizations (Krotzsch et al., 2006). However, the present version lacks
some more advanced query capabilities, cannot perform numerical computations on its data or tai-
lor visualizations. The standardized SPARQL Semantic Web framework allows for more advanced
queries and present effort aims at integrating it into Semantic MediaWiki. Other related work are
the off-line spreadsheets pyspread and CoreCalc implementations (Sestoft, 2006) as well as a patent
on “collaborative analysis of information” (Stefik and Bobrow, 2010) which builds on the so-called
Analysis of Competing Hypotheses program and methodology used for evidence weighting in the in-
telligence agencies community. Apart from my effort in (Nielsen, 2009aj; Nielsen, 2010) very few

have apparently explored how wikis can be combined with numerical computations.
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Research plan

1) A wiki-like system of extensible databasing and computation.

The wiki should be able to represent textual and numeric data in a table-like as well as a more free-
form structure. Initially the wiki should be able to represent neuroinformatics data such as stereotaxic
coordinates, neuroimaging result data, and genetic association data and perform online meta-analysis

on this data. I envision three ways of building such a system:

1. Combining Semantic MediaWiki with SPARQL and further constructed MediaWiki extensions,

e.g., with meta-analytic plotting extensions.

2. Representing data in simple formats, such as templates and comma-separated values, in stan-

dard MediaWiki and develop off-wiki online Web service the perform the computation.

3. Building a dedicated extensible wiki.

Initially we will implement standard meta- 55 o o -
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analytic statistics algorithm (Hedges and Olkin, erede wiki for Personality Genetics
1985, Hartung et al, 2008) that works on .~~~

standardized mean differences and logarithmic g 3 | 3 | 3

Forest plot for effect

odds ratios as well as kernel density-based

Effect size (MAOA, UVNTR, Reward dependence)
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neuroimaging-specific meta-analysis (Nielsen | =
and Hansen, 2002). Later we will extend the

system with more general computational capa-

bilities with execution of collaboratively writ-

=TT

ten code running in “sandboxes” either client

Meta-analysis (fixed effect)
Cochran's test: 10.52, dof: 12, p-value: 0.570416 (one-sided)

side (browser) or server side (Web server). Re- k
searchers from the Institute of Psychiatry in Lon- ] o ]
. . Figure 2: Online meta-analytic interactive plot

don have performed large neuroimaging meta- ) .

) . . . with hyperlinks and results from personality genet-
analyses on major depressive and bipolar dis- .
ics studies.
orders (Kempton et al., 2008; Kempton et al.,
2011). In a recent collaboration we have added part of their data to our MediaWiki-based wiki and
constructed an off-wiki Web service with some of the standard meta-analytic statistics capability in-
cluding forest and funnel plots, thus showing the feasibility of the approach. We will maintain and
extend the data in the wiki so we have a backbone of interesting data for the further development of
the system.

The final system should be able to perform Web-based mass meta-analysis over a diverse set of
variables with collaboratively entered data in neuroscience and related fields, in a style similar to
our previous off-line mass meta-analyses (Nielsen, 2005; Nielsen et al., 2005). Specifically for the
Institute of Psychiatry data we will expand it to include data from other neuropsychiatric disorders,
so the mass meta-analysis can be performed across multiple brain regions and multiple disorders.

We will construct a Web service enabling Internet users with personal genomics| genotyping to up-
load their raw results files (which, e.g., are available from the 23andme personal genomics company)

and compare it against the meta-analytic results of the our database.
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2) Tools to extract data from scientific articles for popu-
lating databases.

This part will be extended from a simple Web service
that with regular expression extracts brain coordinates from
neuroscience papers represented in HTML or PDFE. Recently,
Tal Yarkoni has shown the feasibility of large-scale extrac-
tion in connection with his NeuroSynth web service for auto-
mated neuroinformatics databasing of neuroimaging studies
(Yarkonti et al., 2011). Both his and our present systems only

extract the three-dimensional coordinates and ignores the ex-
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can be extracted from scientific articles. i . .
Figure 3: Web service with the extrac-

We will determine to which extent machine learning al- . ) )
tion of coordinates from a neuroimag-

gorithms can be used to classify whether documents contain .
ing paper.

data that are relevant to extract, e.g., whether a specific paper

contains neuroimaging data. Machine learning may also be applied to detect relevant context within

the articles, see, e.g., (Cafarella et al., 2008) and references therein. We will use machine learning

classifiers that we previously have built for text mining (Hansen et al., 2000; Hansen et al., 2011).
We will explore if the Amazon Mechanical Turk can be used to populate scientific databases.

We will furthermore develop extensions to popular neuroimaging analysis tools, so their users may

upload results to our database working from a framework we previously have established (Wilkowski

et al., 2009). This part of the project should help populate our database.

3) Extension of the neuroscience databases to the Semantic Web and inclusion in Linked Data.

We will extend the data in the Brede Wiki and ensure it maps and integrates to other databases
in the Linked Data cloud by extending it with Semantic Web mappings, establish persistent URIs for
components, publish the data in triplet format and setup a SPARQL server allowing Internet users to
query our database. We will seek to utilize standard components from Free and Open Source software,
e.g., Python RDF libraries (Segaran et al., 2009), dedicated triplet data stores and integrate it with the
wiki.

We will explore the suitability of cloud-based services such as Fluidinfo, Freebase, Google ser-
vices, DataWiki, Public Data Explorer, Fusion Tables, for distributing our curated data. For example

by replicating the data in these services.
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Benefits

Quantitative statistical combinations of scientific

research results are important for evaluating new o e 1t L
@ Comparative efficacy of NaF and SMFP dentifrices in caries prevention: a
meta-analysis overview

science. An epidemiologist stated in Science in

1990 “[meta-analysis is] a boon for policy policy-

makers who find themselves faced with a moun-

tain of conflicting studies” (Mann, 1990). The final

system should be a tool for more effective collab-

oration among research groups world-wide and an Resut

accelerated scientific knowledge accumulation and

Stuy

dissemination.

The project should result in tools that are gen-
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eral enough to not only be employed for scientific

meta-analysis. As many organizations have em-
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braced wiki a part of them may also find it useful

to have “intelligent wikis” with a capability to pro- Figure 4: Example from Brede Wiki with online

meta-analytic results from a standard data set
taken from (Hartung et al., 2008)). Here the data

cess numerical data.

The project should be viewed as a part of the

. is represented in a simple comma-separated val-
Open Data and Open Science movements where p p P

data and algorithms are made readily available on ues page on the wiki, the data downloaded and

the Internet for researchers as well as the layman to analyzed off-line in the R programming lan-

manipulate, download and used in context not ini- guage and the resulting plot added to the rele-

tially anticipated vant wikipage. The final system should enable

direct analysis on the system.

Plan for publication

The project will result in a open online system with the primary part available from the Brede Wiki.
We plan to publish three major articles related to the three subprojects, but we also expect other
articles pertaining to details of the projects. During the project we will update a blog regularly. Data

will be release under the Open Database License.

Facilities and environment

The project will be hosted at Section for Cognitive Systems, Department of Information and Mathe-
matical Modelling, Technical University of Denmark. The department has excellent computer fa-
cilities with a Linux cluster and several high-memory servers for large-scale data mining. Further
large-scale computing facilities exist at university level. I have several years experience with man-
aging a Linux computer cluster as well as ordinary system administration experience on different
Linux computers.

The section has built and operates several computers that provide different Web services on the
public Internet, e.g., I manage services that extract information from scientific articles and PubMed

formating the result in various ways. Also I have experience in developing and maintaining
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neuroinformatics information retrieval Web-services that searches the special result data of neu-

roimaging either from the Web browser or from within an image analysis program. I have been

operating a structured wiki for two and a half years.
The section have many years of experience with
I have built Web

services in the Python programming language and

developing software packages.

teach a university course in this language. Exten-
sive Free and Open Source Software program-
ming libraries exist for the Python programming
language that makes it the primary language for
Web-based data mining due to its support for Inter-
net and numerical and scientific computation. Also
libraries exist that enable easy interaction with the
Semantic Web, wikis (MediaWiki), Google APIs,
Fluidinfo and modern NoSQL databases.

Courses at the section serve as a source of stu-
dents making projects. We expect to be able attract
further master level students in the “Open Science
Intelligent wiki” research area.

The Section for Cognitive Systems has sev-
eral staff members that work within brain research

Interpreted data and analysis

Forest plot

@ zotero 4

Figure 5: Initial setup for the proposed system
with a Web service that downloads data from
the Brede Wiki, extracts numerical data, com-
putes effect sizes and meta-analytic results with
forest plot. Data from the large neuroimaging
meta-analysis study by Matthew Kempton and
co-workers at the Institute of Psychiatry, Lon-
don (Kempton et al., 2011).

and has formal research collaborations with outside
neuroscience researchers. I maintain affiliation with the neuroscience group Neurobiology Re-
search Unit, Copenhagen University Hospital, Rigshopitalet, which has resulted in several publica-
tions in the last few years and collaborate within the multi-center Copenhagen-based Center for Inte-
grated Molecular Brain Imaging (CIMBI). These groups may provide an environment for interaction.
The Cognitive Systems section itself headed by Lars Kai Hansen has also a long history for attracting
numerous master and PhD students creating a lively environment, — particularly in data mining and
machine learning.

I have also years of experience with populating neuroinformatics databases myself as well as
building the associated ontologies. Recently, collaboration with London-based Institute of Psychiatry
has resulted in population of the wiki with one of the largest meta-analytic data sets within neuroimag-

ing.

Work and time plan

In the first part of first year we will setup and update a new server for hosting a Web server with
the wiki. We will then start a first implementation of a wiki for fixed meta-analytic modeling and
plotting. In this initial effort we will focus on MediaWiki extensions for tabular data and standard
meta-analytic statistics (publication: WikiSym meeting or the Frontiers in Neuroinformatics journal)

working from the data of the large meta-analysis by the Institute of Psychiatry, London. We also
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begin the construct of a Web-based extraction service for neuroimaging data (publication: technical
neuroscience journal). In the second half of 2012 we will start on developing the Linked Data repre-
sentation of the content of the wiki, — both meta-analytic data as well as ontologies (publication: e.g.,
Extended Semantic Web Conference — ESWC). Also in the last part of 2012 we will begin to research
in a wiki-like system for more general numerical processing, more specifically we plan to determine
to which extent SPARQL and the Semantic MediaWiki can be used for this task (publication: e.g.,
ESWC or WikiSym).

In the second year we will research in more general extraction algorithms and populate the wiki
with extracted material (publication: Frontiers in Neuroinformatics or more technical conference).
We will later that year setup a service for Linked Data query of our data and other associated data
as well as a server for the genetic association information in our databases (publication: neuroinfor-
matics or bioinformatics journal). In the second year we furthermore plan to research into a wiki-like
system with more general and flexible computational abilities (publication: e.g., WikiSym or PLoS
ONE).

During the first part of the third year we will use the system in neuroscience applications with
mass meta-analyses of the content of the wikis (publication: Neurolmage or similar journal). The last

part of last year will be spend with writing up the remaining results.
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