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Abstract- We propose to use the two-dimensional Discrete Co­

sine Transform (DCT) for decomposition of diffuse reflectance 

images of laser illumination on milk products in different wave­

lengths. Based on the prior knowledge about the characteristics 

of the images, the initial feature vectors are formed at each wave­

length. The low order DCT coefficients are used to quantify the 

optical properties. In addition, the entropy information of the 

higher order DCT coefficients is used to include the illumination 

interference effects near the incident point. The discrimination 

powers of the features are computed and used to do wavelength 

and feature selection. Using the selected features of just one band, 

we could characterize and discriminate eight different milk 

products. Comparing this result with the current characteriza­

tion method based of a fitted log-log linear model, shows that the 

proposed method can discriminate milk from yogurt products 

better. 

Keywords-discrete cosine transform; entropy; diffuse 
reflectance image; discrimination power 

1. INTRODUCTION 

The Discrete Cosine Transform (DCT) is an appropriate trans­
formation in the field of signal processing. It was first intro­
duced in [1 ] to be used in the image processing area for the 
purpose of feature selection. It has excellent decorrelation 
properties as well as energy compaction. In addition, it de­
composes the spatial frequency of an image in terms of vari­
ous cosines transforms. Some of its application areas are im­
age and speech compression [2, 3], speech recognition [4, 5] 
and medical imaging [6]. 

In this paper, the DCT is employed for decomposition of 
diffuse reflectance images. These images are obtained by il­
lumination of a hyperspectral coherent laser (460-1000 nm) 
into the surface of eight different milk products. This vision 
system has been introduced recently for inspection of the 
structure of food items [7, 8]. It is applicable for homogenous 
products where particle size and shape are important parame­
ters. The main idea is to use the diffusion effects, which are 
known to be correlated to the microstructure, for characteriza­
tion of the structural composition of food items [9, 1 0]. 

On the other hand, research findings in the field of food 
quality control have demonstrated a correlation between the 
texture, chemical and physical properties of food items with t-
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heir microstructure characteristics [11 ,  1 2]. 
Considering these sequential relationships from the optical 

level to the quality level, it is possible to build an automatic 
light-based system as a measuring tool, for monitoring the 
quality of dairies along the production line and avoid unwant­
ed structures during the process. 

Therefore, finding an efficient method for characterization 
of the hyperspectral images into key discriminative features 
obtained from a minimum number of bands is of special con­
cern in this field. The reduction in the number of required 
wavelengths will assist to simplify the laser set-up and make 
the overall system simpler and cost effective. 

According to the characteristics of the milk products e.g. fat 
or viscosity, we can observe different visual effects in the 
hyperspectral images. The main optical feature is the low fre­
quency light diffusion emanating from the incident point that 
has the highest intensity in the image as can be seen in Fig. 
l (a). Another important effect is a high frequency speckle 
pattern caused by interference of coherent light due to surface 
irregularities [1 3]. It is shown in Fig. l (b) by zooming in 
around the center point. These effects vary in different prod­
ucts according to their molecular composition and thus reflec­
tance and scattering properties of light. 

The current characterization technique for these images uses 
a narrow band of pixels of the scattering profile including the 
scattering center [7, 8, and 1 4]. A double logarithm transfor­
mation is applied on the original profile to form this image. 
Therefore, the extracted line of intensities is called the log-log 
model. The resulting profile includes a slope and an intercept 
containing the subsurface and surface information respective­
ly. This method only considers the low frequency information 
in the image. 

In this paper, we propose to apply a DCT transform on the 
double logarithm of the entire diffuse reflectance image to 
decompose the low frequency diffusion effect as well as the 
high frequency speckle patterns. DCT can decorrelate the 
highly correlated information in these images. It decomposes 
the low frequency diffusion effects and high frequency speck­
le effects into low and high order coefficients that could be 
quantified easier. Finally, due to the high compression level in 
the DCT domain, the number of discriminative features is 
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Figure I. (a) A log-log transformed diffuse reflectance image of yogurt show­
ing the low frequency diffusion effect at the center. (b) The zoomed image 
showing the high frequency speckle noise around the incident point caused by 
the destructive interference of light to the rough surface of fermented milk. 

reduced. In order to form an initial set of features for each 
image of each wavelength, we combine those of both low and 
high frequency effects. The low order DCT coefficients are 
considered to characterize the optical properties. The entropy 
information of the high order coefficients are used to charac­
terize the speckle effect based on an approach that will be 
explained in section 3. 

In the next step, the discrimination power analysis (DPA) 
introduced in [1 5], is employed as a selection criterion on the 
initial set of features for both wavelength and feature selec­
tion. It is a more careful method in terms of discrimination 
than the conventional zigzag or zonal masking for DCT coef­
ficient selection. Especially, that is in our work, both the low 
and high order features are important. Using the final selected 
features of one proper wavelength, we could characterize and 
discriminate the eight different products. 

The proposed method is compared to the previous profile 
based characterization method including low frequency infor­
mation and the results show that in addition to the more dis­
crimination power of the proposed method (including both the 
low and high frequency information), it can separate the milk 
class products from the yogurt class better. 

The rest of this paper is organized as follows. In section II, 
the data is described. Section III presents the characterization 
of the diffuse reflectance images. In section IV, feature selec­
tion and discrimination is explained. The experimental results 
are shown in section V. Finally, there is a conclusion for this 
paper. 

II. DATA DESCRIPTION 

The data set consists of spectral diffuse reflectance images 
(1200x 1 600 pixel) of eight commercial dairy products includ­
ing milk and yogurt categories. Table I. shows their names and 
fat levels. L, M and H stand for low, medium and high. The 
CH and CU are extracted from the commercial name of the 
products. In each category, there are products with different 
fat levels and viscosities. In the yogurt category, there are two 
different products with similar fat levels. The yogurt products 
differ from each other not only in terms of the fat, but also 
according to the applied fermentation processes. In this paper, 
we are not interested in predicting these kinds of features. 
Instead, we would like to characterize the products diffuse 
reflectance profiles and then discriminate them using their 
optical features. In fact, the optical characteristics represent 

TABLET. THE EIGHT MILK PRODUCTS AND THEIR FAT LEVELS 
Product 

Yogurt Milk 
Tvue 

Short 
L M If CII CU 

Names 
L M II 

Fat Level 0.5 1.5 3.5 0.1 1.5 0.5 1.5 3.5 

the chemical, physical and structural differences between the 
products. For each product, there are five samples in the data 
set. Thus, there are 40 samples available in total. The laser 
was illuminated in 55 wavelengths (460-1000 nm). 

III. CHARACTERIZATION OF THE IMAGES 

As mentioned in section I there are two important features in 
the diffuse reflectance images that can be used for characteri­
zation of these images; the low frequency light diffusion effect 
and the high frequency speckle effect. 

The light diffusion effect shows the spatial intensity distri­
bution due to the absorption and scattering of the light. It is 
mostly dependent on the microstructural characteristics of the 
subsurface such as particle size distribution. 

The speckle effect is caused by the interference of light at 
the surface. It can be seen as a measure of surface roughness. 
In a fermented milk product like yogurt, the surface roughness 
is higher than milk due to the increase in viscosity of the mate­
rial after the fermentation process. Hence, it could be used as a 
measure for distinguishing milk from yogurt. Fig. 2 shows in 
the top row, two diffusion images of a medium-fat milk sam­
ple (M-M) and a high-fat yogurt (Y-H). The images are 
zoomed around the incident point. The difference in both low 
frequency diffusion effect and the high frequency speckle 
noise effect is clear between the two images. 

A. DCT Transform 

Two dimensional DCT transform is applied to the diffuse 
reflectance images of each sample product at each wavelength. 
This yields 40x55 DCT matrixes of size 1200x1600. In the 
second row of Fig. 2, the corresponding 400x400 DCT coeffi­
cients from the top-left DCT matrix of the above images are 
illustrated. The difference in the higher order DCT coefficients 
represents the speckle effect that was seen in the spatial do­
main as well. However, it is not easy to distinguish the differ­
ence in low order DCT coefficients that represent the diffusion 
effect. 

According to these observations, choosing the DCT coeffi­
cients in a conventional zigzag or zonal low order masking 
alone, is not a good choice. That is due to the large number of 
DCT coefficients in a wide span of low and high frequencies 
that describe the scattering and speckle effect. To demonstrate 
this issue, a 400x400 sub-volume of DCT coefficients from 
the top-left of the DCT matrix is considered for all the samples 
of all classes. For ease of visualization, they are sorted and just 
the logarithm of the 50 highest are illustrated in Fig. 3(a). It is 
difficult to distinguish all the products. In addition, they are 
transformed into the PCA domain and the first two PCs are 
shown in Fig. 3(b). In both images, just a few products can be 
distinguished from each other and the other classes. It is not 
easy to distinguish most fermented products and the high-fat 



Figure 2. (Top) left and right, the zoomed diffuse reflectance images of milk-M 
(1.5) and yogurt-H (3.5) respectively. (Down) their corresponding 400x400 
top-left DCT coefficients from the DCT matrix 
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Figure 3. The fIrst 50 highest DCT coefficients of all the samples of the 8 
products: (a) in original domain (b) in PCA space using the fIrst two PCs. 

milk from each other. This is because; the higher values of the 
DCT coefficients only carry the information about the diffusion 
effect and that is not enough for discrimination. In order to 
include the speckle effect, we propose to use the entropy of the 
DCT coefficients which will be explained in the following 
section. 

B. Entropy 

The high frequency DCT coefficients that contain infor­
mation about the speckle effect result in an increase in the en­
tropy of the sub-volumes of the DCT matrix that include them. 
For example, in the two 400x400 sub-volumes that are shown 
at the bottom of Fig. 2, the entropies are 1 .55 and 2.02 from left 
to right respectively. Starting from the top-left corner of a DCT 
matrix, we considered an nXm sub-volume and calculated the 
entropy repeatedly, while continuously increasing the nand m 
values as illustrated in Fig. 4(a). The resulting entropy profile 
is shown in Fig. 4(b). It shows that, as the size of the volume 
increases, the entropy also increases up to some point and then, 
decreases due to the uniform values of the DCT coefficients in 
higher frequencies. Since the speckle effect that characterizes 
the surface roughness enhances the higher order DCT coeffi­
cients, the maximum entropy should describe the speckle effect 
for each sample. By forming such entropy profile for the eight 
products, we found that it can characterize their speckle effect 
uniquely. Therefore, the low entropies before the peak point 
can be considered as the diffusion effect so that, their correspo-
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Figure 4. (a) The sequential entropy calculation on increasing sub-volumes of 
the DCT matrix. (b) The resulting entropy profIle. (c) The zoomed original 
diffusion image around the incident point. (d) The diffusion image obtained by 
the inverse DCT transform of the 52x52 lower order sub-volume of the DCT 
matrix . 

nding sub-volumes include mostly the DCT coefficients de­
scribing the diffusion effect. On the other hand, the right side 
of the peak point includes the higher order DCT coefficients 
that describe the diffusion effect. To verify this further, we 
isolated the low order diffusion effect DCT coefficients using 
the index of the peak point that is 52 in Fig. 4(b). Then, an 
inverse DCT transform is applied to this 52x52 DCT sub­
volume. Comparison of the result with the original diffuse 
reflectance image shows the removal of the speckle effect, as 
shown in Fig. 4( c, d). 

C. Forming the Initial Feature Set 

According to the discovered points, the right side of the entro­
py profile was considered for characterization of the speckle 
effect. The mean, the standard deviation and the maximum 
value, of this part of the profile were considered as the candi­
date speckle effect features. By looking to the entropy profiles 
of the eight products, it was found that in average, the maxi­
mum entropy occurs around a 50x50 sub-volume. Regarding 
to its variation in different products and also considering a 
softer threshold for separation of the DCT coefficients of the 
diffusion and speckle effects, a 20x20 sub-volume of low 
order DCT coefficients was considered. They form a 400 
length vector as the candidate feature for the light diffusion 
effect. 

The final initial set of features for each wavelength image 
was formed by concatenating the three candidate features of 
the speckle effect with the 400 of the diffusion effect. 

D. Feature Forming based on log-log model 

In order to form the features based on log-log model, at each 
wavelength, a narrow diagonal band (around 1 0  pixels width) 
including the scattering center was considered in the double 
logarithm of the diffuse reflectance image as shown in Fig. 5 
(a). The orientation of the line was chosen in a way to consider 
as much as possible, higher number of pixels along the path 
through the center. Then, it was averaged over the pixels. 



Since this diagonal line is symmetric, just half of that was 
considered. The resulting averaged profile includes an inter­
cept from the peak and a slope as shown in Fig. 5(b). These 
two features were used to characterize the image. For more 
information, we refer to [7, 8]. 

IV. FEATURE SELECTION AND DISCRIMINATI ON 

The length of the formed initial set of features (403) per band, 
regarding the total number of samples of all classes (40) is 
quite high. Therefore, it is better to select a subset of them 
according to their ability for characterization and discrimina­
tion of different products. Besides that, there are 55 bands per 
sample and as mentioned earlier, we are interested to reduce 
the number of wavelengths to simplify the laser set-up. There­
fore a strategy should also be taken into account to sort the 
discrimination ability of different wavelengths and select one 
or a few number of them. 

Since majority of the features are the decorrelated DeT 
coefficients, it is not necessary to decorrelate them by a trans­
formation into an orthogonal space. Inspired by the approach 
in [1 5], we employ the DPA introduced in that work. The 
main idea behind this data-dependent approach is that, all of 
the DeT coefficients do not have the same discrimination 
power (DP). In other words, some of them can discriminate 
the classes better than the others. It is different from other 
similar approaches such as peA and LDA, in the sense that it 
does not utilize the between- and within- class variances by a 
transformation to maximizes the discrimination of the features 
in the transformed domain. It searches for the best discrimi­
nant features in the original domain. In case of decorrelated 
features such as DeT coefficients it is an appropriate approach 
for ranking the features and choosing a sub-set of them. The 
calculation of DPA will be explained step by step in the fol­
lowing. 

Assuming that we have C classes with the Nc number of 
data points and P=403 features in each class, the D� of each 
feature!j (j = 1,2, ... ,403) is calculated as follows: 

1 .  The mean and variance of each class is calculated for 
1 N 

that feature (!j): mjc = Nc Ln�l fnj , C = 1,2, ... , C , 

Vjc = L��l(fnj - mjJ2
, C = 1,2, ... , C 

2. The variance of all classes are averaged: Vjw = 
1 �c C L..c=l Vjc 
The mean and variance of all training samples are cal-
culated for !j : Mj = C:Nc L�=l L��l fnj , VjB = 

L�=lL��l(fnj - Mj)2 

VB 
3. The DP can be estimate as DPj = --t; Vj 

It is mentioned in [1 5] that DPA can be used as a stand-alone 
feature reduction algorithm. Since we need to do both band 
and feature selection, a sequential strategy is taken into ac­
count as shown in Fig. 6. 

A. Preparation of Training and Test Sets 

In order to maintain the training and test sets from the few 

0250 200 400 600 800 
radial distance to incident point (in pixel) 

(a) (b) 
Figure 5. (a) Symmetric narrow band of pixels crossing the incident point in 
the double logarithm diffuse reflectance image. (b) Half of the band is aver­
aged and the slope and intercept from the peak are shown. 

data points, one sample of each class was considered as the 
unseen test data and the rest were assigned to the training set. 
Therefore, the two sets were formed as testsx403X55 , 
train32X403X55' Then, leave one out cross validation 
(LOOeV) was used on the training data set for both wave­
length selection and feature selection steps. Looev is used 
for generalization and to avoid over-fitting as much as possi­
ble [16]. However, due to the limited training data points, this 
could not be achieved completely. 

B. Wavelength Selection 

The band selection algorithm is as follows: 
1. At each iterations of LOOeV, sum of the DPG of all 

403 training features are calculated at each wavelength 
w = 1,2, ... ,55; SU M32X55' 

2. The sum of DPs, SU M32X55 is averaged over the 32 it­
erations; Average_SU M1X55' 

3. The best band is the one with the highest average dis­
crimination power. 

This algorithm was also used for wavelength selection of the 
log-log model. 

C. Feature Selection for The Selected Band 

The use of just one band is a significant reduction in the num­
ber of features, since there are 403 initial features per wave­
length. In order to select the most discriminative features of 
the selected band, these steps are followed: 

1 .  The DPs of  the features in the selected band are sorted 
for each of the 32 Looev iterations in descending or­
der. Then, the corresponding features to the first top 
five DPs at each iteration are kept in a list; list32x5 

2. The densities of the Nu unique features in this list are 
calculated. DensitYlxNu 

3. According to these densities, the features that were 
among the top five features almost in all 32 LOOeV it­
erations are selected as the final features. 

The number five in the above explained procedure was chosen 
empirically by looking to the sorted features and also for the 
aim of selecting a limit number of features. Interestingly, we 
observed in all the iterations, the first three features were from 
distinct low frequency DeT coefficients representing the light 
diffusion effect and one of the last two was the mean value of 
the speckle effect from the entropy profile shown in FigA (b). 



Feature Selection using 
the selected band Discrimination 

Figure. 6 The three steps of the sequential strategy 

D. Discrimination 

In order to evaluate the proposed characterization approach 
and compare it with the existing log-log method, the training 
and test data are visualized on the same plot. Besides that, the 
discrimination power of the two methods is numerically 
measured by sum of the featureG DPs as well as the maximum 
Rayleigh quotient term [1 6]: 

(I) 

Where Band Ware the between- and within-class covariance 
matrix�s and a is the Eigen vector of the generalized Eigen­
value problem, det(B - AW) = 0 . In order to maximize (I), 
the Eigen vector al corresponding to the highest Eigen value 
Al should be used. In addition, the support vector machine 
(SYM) classifier with a linear kernel is used [1 7] and the aver­
age LOOCY results and unseen test results are compared for 
the two methods. 

Y. RESULTS AND DISCUSSI ON 

First, the results of the proposed method in DCT domain will 
be shown. Then, the log-log model results will be presented. 
Finally, there is a discussion. 

A. Characterisation Results in DCT Domain 

As explained in the previous section, both the band selection 
and feature selection were performed using LOOCY on the 
training data. Fig. 7(a) shows the average sum of the DPs for 
the 55 bands. According to this plot, the highest sum of DPs 
obtained for band 38 (830 nm). 

By sorting the featureG DPs in this band, a list of features 
corresponding to the top five DPs were formed for the 32 
LOOCY iterations. There were eight unique features in the 
list. Fig. 7(b) shows the densities of the unique features in the 
list. As can be seen, three features were among the top features 
in all 32 iterations. They are the low order DCT coefficients 
showing the light diffusion effect. Their location in the DCT 
matrix is represented in Fig. 8. In addition, the feature number 
one that represents the mean entropy of the speckle effect was 
among the top five features in 31 of the iterations. These four 
features were selected as the final features, for characterizing 
the samples. 

In order to visualize the ability of the speckle effect features 
to separate the two groups of yogurt products and milk, a 3D 
visualization of the mean, standard deviation and maximum 
features (I, 2, 3 in Fig. 8) is represented in Fig. 9(a). The re­
sults show that these features are capable to perform the sepa­
ration accurately for both training and test data. In addition to 
this between group separations, we can also observe a trend 
for within group separation according to the fat level. Fig 9(b) 
shows the 3D visualization of the three diffusion effect featur-
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Figure 7. (a) Average sum of DPs over the 32 LOOCV iterations for the 55 
bands. (b) Density of the 8 unique features found among the top five discrimi­
native features in the list over the 32 iterations. The horizontal axis shows the 
featureG number among the 403 features. 
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Figure 8. The 1, 2 and 3 are the mean, standard deviation and maximul12 of the 
entropy profile of the speckle effect. The 400 low order DCT featureG num­
bers start from 4. 

es (4, 6, 44 in Fig. 8). As can be seen, they fail to separate the 
high-fat milk sample (M-H) and the medium-fat yogurt (Y­
M). Since the visualization of the 4D selected features is im­
possible, three of them (I, 4, 6) are chosen and visualized in 
Fig. 9(c). Even in absence of one of them, we can see the suc­
cessful separation of all the classes and also the two groups of 
milk and yogurt. Finally, the four features are transformed into 
the orthogonal PCA space and the first two PCs are shown in 
Fig. 9( d). Besides the successful discrimination, we can ob­
serve that the PCl represents the variation from yogurt to milk 
group, while PC2 shows the change in fat content. 

B. Characterisation Results Using the log-log Model 

The same wavelength selection strategy based on sum of dis­
crimination powers were used for band selection for log-log 
model dataset. Fig. 1 0  shows the 2D visualization of the slope 
and intercepts features in original as well as PCA space. In 
both spaces, the two features group the samples only accord­
ing to their fat level, while there is no trend to separate the 
milk group from the yogurt group. For example the high fat 
milk (M-H) and the medium fat yogurt (Y -M) have close 
overlap which may make the discrimination difficult. 

C. Discussion 

According to the visualized results, the combination of the 
speckle effect (high frequency) and diffusion effect (low fre­
quency) features in DCT domain shows to be a promising way 
of characterizing the diffuse reflectance images. The statistical 
analyses results are presented in Table II. Although both 
methods could discriminate the single test samples of all clas­
ses, the average LOOCY classification performance shows 
that the proposed method can work better. However, the statis­
tical models suffer from the over-fitting due to the limited 
number of samples. The table results show that, the DCT do­
main features are capable to characterize the images better in 
terms of discrimination power and Rayleigh criteria than the 



3.9 

3.85 

3.8 

c: 3.75 '" Q) E 3.7 

3.65 

3.6 

3.55 

4.8 

I I I I I 
1.-1- -- -1-__ J ___ j 
:� ___ : ��� � g O- _ ; 
I� 

- - _: � ��� - - � 
: I I + I 0 0 I 
11---1---1---1 
I I I I 
11-- I I 
, -,- ___ ,_� "",_1iI' __ , 
I I I 0 I l�-=-=�-=---=-��-'!--

4.7 ma\" 4'!;£s�d 
lal 

-0.5 0.5 0.5 
mean 14 

101 

:'t 

0.2 
0.1 

-0.1 
-0.2 
-0.3 
-0.4 
-0.5 

- - _. - - --- .-- -1- I I I I I 
� � -4f: - .� - -:- - � 
f--- f--- --I - - + - .1- - ---1 If I I I I 
r r- - -I - - i --1- - I I I I I I I 
I I --I - - T --1- - I I I I I I I 
1- I - -I - - I --1- - I 
I L __ I __ 1 __ 1 ___ I 
1- I I I I. I 
l...o l", =-=1= =-:1: ==1::;::_ -0.4 -0.2 0.2 -0.40 fO« 

16 
Ibl 

U 0.. 

0.8 

0.6 
0 .. 
0.2 

-0.2 
.. 

0 0 0 0 0 
, 0 0 -. - , ---- , 

• 

• -1-__ 1 __ _ , . 
-r:--�:---

Y.M-l.S 
Y.H-3.S 
CH..o.l 
CU-l.S 

-O·iL .. --:.0'-=-.2---"OC- ----::'0.c:-2 --='0" 
PC2 

Idl 

Figure 9. (a) 3D visualization of speckle effect features (b) 3D visualization of 
the three diffusion effect selected features (c) 3D visualization of speckle and 
diffusion selected features (d) 2D plot in PCA space using the first two PCs. 
The Q,Q;hows a training sample and O-Q;hows a test sample. 

� 0.1 
'" � 0 

• -- --+---1---
. - - I ---1- i -
0 I I I 0 --1---1--- 0 

, , . 
- - I ---1- - - T� -

Y.M-l.S Y.H-3.S 
ClJ.l.5 M.L-O.5 

- - --+ ---1--- + --
__ 1 __ , , M.H-3.S ..- 0.2 - - --t ---1- - --at- - -

� 0.1 __ J ___ I ___ 1 __ 

-0.1 __ J - - o -- � --- :- �- � --
-0.1 __ ..1, 

___ I ,.,!- _ 1., __ , 
__ .1 ___ 1 ___ 1. __ - tr 

-0._t.�.6-----fo-----c.O"'.2-----;;--'---;! -0.30.1 - -t�O-
-

,. �- - - T -
-

intercept PC2 
(a) (b) 

Figure 10. 2D visualization of the log-log model features (a) in original space 
(b) in PCA space. 

log-log model features. Besides that, considering the plots in 
Fig. 9 and Fig. 1 0, they are capable to reduce the overlap be­
tween classes and separate the products not only according to 
their fat level, but also according to their category (milk­
yogurt). That is obtained by employing the ability of DCT 
transform in frequency decomposition and combining the high 
and low frequency information of the images. When only the 
analysis of the diffusion effect is needed, this frequency­
decomposed information can be used to exclude the speckle 
effect as shown in Fig. 4(d), using the inverse DCT transform. 

VI. CONCLUSION 

In this paper, a DCT-based characterization method is intro­
duced for diffuse reflectance images. These images result from 
illumination of a narrow laser beam in different wavelengths 
into eight different dairies. They were milks and yogurts of 
different types and fat levels. The low order DCT coefficient 
were used to characterize the low frequency light diffusion 
effect and the entropy information of higher order DCT coef­
ficients were used to characterize the speckle effect in the 
images. The discrimination power criterion was used to reduce 

TABLE II. THE DISCRlMfNATfON RESULTS 

Av. SVM Perf 
SumofDPsof 

Rayleigh 
SVM Test Perf the selected 

ofLOOCV 
features 

criteria 

DCT 100% 100% 2460.3 5850.6 
Log-Log 96.87% 100% 1815.1 79.60 Model 

the number of wavelength and to select the features. The exist­
ing characterization method based on a linear log-log model 
can only separate the products according to their fat levels, but 
the proposed method can discriminate them based on both 
their category (milk-yogurt) and fat level. It also improves the 
discrimination and removes the overlap between the classes. 
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