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Improving Change Detection in Forest Areas Based
on Stereo Panchromatic Imagery Using Kernel MNF

Jiaojiao Tian, Allan Aasbjerg Nielsen, and Peter Reinartz, Member, IEEE

Abstract—The goal of this paper is to develop an efficient
method for forest change detection using multitemporal stereo
panchromatic imagery. Due to the lack of spectral information,
it is difficult to extract reliable features for forest change mon-
itoring. Moreover, the forest changes often occur together with
other unrelated phenomena, e.g., seasonal changes of land covers
such as grass and crops. Therefore, we propose an approach that
exploits kernel Minimum Noise Fraction (KMNF) to transform
simple change features into high-dimensional feature space. Digi-
tal surface models (DSMs) generated from stereo imagery are used
to provide information on height difference, which is additionally
used to separate forest changes from other land-cover changes.
With very few training samples, a change mask is generated with
iterated canonical discriminant analysis (ICDA). Two examples
are presented to illustrate the approach and demonstrate its effi-
ciency. It is shown that with the same amount of training samples,
the proposed method can obtain more accurate change masks
compared with algorithms based on k-means, one-class support
vector machine, and random forests.

Index Terms—Change detection, digital surface model (DSM),
forest, kernel Minimum Noise Fraction (KkMNF), optical stereo
data.

I. INTRODUCTION

OREST management and observation are important and

time-consuming tasks. Automatic inventory and monitor-
ing of forest changes have drawn the interest of many agencies,
particularly after wind breakage. Satellite data are a valuable
data source from which change information can be efficiently
extracted for large regions. However, automatically extracting
changes from satellite images is not easy, particularly when
forest changes are mixed with other changes.

Forest change detection studies in remote sensing mainly
involve the use of multispectral data. Existing change detec-
tion techniques have been well summarized in [1]-[3]. In the
early stages, vegetation index differencing is one of the most
important methods for forest change detection, as the vege-
tation covers can be well highlighted through band-by-band
arithmetic calculation [1], [4], [5]. In order to fully use change
features from all channels, change vector analyses (CVAs)
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[6]-[8] were proposed to analyze more change features. Prin-
cipal component analysis (PCA) [1], [9] and multivariate alter-
ation detection (MAD) [10] were used to highlight changes by
transforming multi- or hyperspectral data in other feature space.
In recent years, more techniques such as IR-MAD [11] and
kernel-based change detection methods [12]-[16] have been
reported to improve change detection accuracy and efficiency.
Good general references for kernel methods are [17], [18], the
latter with a remote sensing focus.

However, if only panchromatic images are available,
the aforementioned methods cannot be used, and forest
change detection becomes more challenging. For instance, the
Cartosat-1 satellite (IRS-P5), which was launched by the Indian
Space Research Organization in 2005 [19], [20], can only
acquire panchromatic images but, at the same time, delivers
stereo image data to derive digital surface models (DSMs).
Moreover, in other cases, only panchromatic data are available,
due to sensor or budget restrictions, and therefore, it is of
interest to develop a methodology using only these data still
able to produce reliable forest change masks. The limitation of
such panchromatic-image-based change detection is mainly due
to the low spectral differences between object classes. Different
classes such as tree species and grassland often overlap in their
gray-value distributions. In particular, forest regions are, in
most cases, surrounded by crops or meadows, which are subject
to more frequent changes and are always sensitive to seasonal
changes [19]. Thus, the height can be very helpful in separating
forest changes (particularly clear cuts, wind breakage, and
growth) from other unrelated changes.

In this paper, a new change detection methodology is pro-
posed. It combines the height changes from stereo images and
gray-value changes from panchromatic images. Then, kernel
Minimum Noise Fraction (kMNF) [13] is adopted to transform
these two features into high-dimensional feature space via
kernel functions; thus, MNF can be used to highlight the forest
changes. Once the change map is generated, iterated canonical
discriminant analysis (ICDA) [21] is applied to produce a forest
change mask. In addition, this paper is aiming at studying the
effectiveness of the proposed approach based on Cartosat-1 data
and to compare its performance to other commonly used change
classification techniques based on k-means, one-class support
vector machine (OSVM), and random forests.

II. METHOD

A. Height Extraction

When stereo imagery is available, a DSM can be generated
[19], [22], and the contained height information can be used
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Fig. 1. Profile comparison of a DSM from Cartosat-1 and a LIDAR-DSM.

as an additional change feature for forest change detection.
The quality of the generated DSMs is mainly constrained
by the stereo matching technique. There are many matching
algorithms available, but the dense matching methods are the
most powerful in generating high-quality DSMs [22]. In this
paper, semi-global matching (SGM) [19], [22] is adopted due
to its good performance and easy implementation. Details on
the rational polynomial coefficient correction for georeferenc-
ing and DSM refinement is illustrated in our earlier research
work [19]. After obtaining DSMs from the two dates, further
coregistration between them is necessary to remove any shift in
three dimensions that might exist [19].

Fig. 1 presents the quality of the generated DSM in forest
regions by comparing it with a DSM from LiDAR scanning data
(LiDAR-DSM). The dashed line and the solid line in Fig. 1(b)
represent the profile of the LiDAR-DSM and the Cartosat-
DSM, respectively, along the white line in Fig. 1(a). For this
example, we analyze an area in Bavaria that is different from
that used in the experimental part, as the availability of LIDAR
data is limited to this data set. It can be seen that, although the
Cartosat-DSM is not able to get a surface height in between
trees as detailed in the LiDAR-DSM, the extracted canopy
height matches well the LiDAR-DSM in the forest region.
Therefore, changes in canopy height as deforestation can be
accurately highlighted by subtracting two Cartosat-DSMs. The
main problems of DSM subtraction results are the blurred
boundaries of trees and false alarms deriving from randomly
distributed incorrect height information. More details on DSM
quality evaluation can be found in [23]. In the following, we
will focus on highlighting forest changes based on DSMs and
panchromatic image data.

B. kMNF Analysis

In (linear) minimum noise fraction (MNF) analysis [24],
we consider multivariate measurements represented by the n
by p data matrix X (one row per observation or pixel, one
column per variable or spectral band) as being the sum of
an uncorrelated signal X g and noise Xy, X = Xg+ Xy.

7131

With uncorrelated signal and noise, the variance—covariance
matrix of X, S'x is equal to the sum of the variance—covariance
matrices of the signal Sg and the noise Sy, Sx = Ss + Sn.
We then project the originally measured variables X onto the
directions a in the feature space, which minimize the noise
fraction N F' (or maximize 1/NF). NF is defined as the ratio
between the variance of the projected noise and the variance of
the projected total

O/X,NXNCL
adX'Xa

NF — a'Sya

(1

a'Ssa
where X and X y are column centered. A regularized version
of 1/NFis

R aX'Xa

NF  d[(1-MNXyXny+Ma

2)

where I is the unit matrix.

To cope with possible nonlinearity in the data, a kernel
version of the regularized MNF transformation can be obtained
by reparameterization: By setting a o< X'b, we obtain

1 BXX'XX'b
NE  y - NXXy (XX’N)/+)\XX’}b

3)

The matrices X X’ (the Gram matrix) and X X'y, contain
combinations of inner products of the rows of X only. Now,
replace these inner products by inner products of nonlinear
mappings of the originally measured variables into higher
dimensional feature space and perform kernel substitution (the
so-called kernel trick): replace the inner products by a kernel
function to obtain

1 b Kb
NF  b[1-MNKyK'y +)MK]b

“4)

In (4), Ky is a kernelized version of the residual from a
quadratic surface in a 3 by 3 window

Ky=K
K1 +2K,— K3 +2K,+5K;5+2K— K7 +2Ks— Ko
9

®)

where K is the usual kernel matrix between data points, and

K,..., Ky are kernel matrices between data points in posi-
1 2 3

tion 5 and in positions ¢ 4 5 6 » inthe 3 by 3 neighborhood
7 8 9

around position 5 (i.e., K is equal to K).

We find the directions b by maximizing this Rayleigh quo-
tient (for details, see [13], [14], [25]). KMNF variables can thus
be calculated by multiplying the kernel matrix « with each
eigenvector from the eigenvalue problem in (4), x represents
a kernelization of the entire image with the training data. In the
change detection procedure, each observation with the training
data is kernelized respectively before the multiplication
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Fig. 2. Test area 1. (a) Panchromatic image of date 1. (b) Panchromatic image of date 2. (c) Digitized change reference data.

To calculate one change image based on several kMNF
variates, we norm these variates to unit variance, square them,

and add them up
m 2
Z kEMNF,;
i=1

Pixels characterized by high values are change pixels,
whereas pixels with values close to zero are no-change pixels.

We use a Gaussian kernel function, and hence, we need to
choose the width of the kernel o and the regularization parame-
ter A. The default choices are A = 0 and o equal to the mean
value of all pairwise distances between observations in the
original feature space; this value is termed o. In what we will
call the optimized kKMNF transform below, A and ¢ are found in
a simple scheme in which we use grid search to find the set of
(0, \), which maximize 1/N F (see also [26]). More elaborate
schemes based on cross-validation can be also applied.

C. ICDA

The idea in traditional CDA is to find projections in multi-
or hypervariate feature space, which give maximal separation
between groups (or classes or populations) of the data.

Here, we first use CDA with two groups based on a manually
selected training area which then constitutes one of the two
groups (one pixel is enough); the rest of the image is the
other group. This gives rise to a potential problem: the rest
of the image may contain regions that actually belong to the
first group. To identify such regions and to update the training
area, in a series of iterations, new training areas for the CDA
are selected by automatically thresholding the canonical variate
calculated in the previous iteration. Iterations stop when the
canonical correlation stops improving (for details, see [21]).

III. EXPERIMENTS AND RESULTS
A. Data Sets Description and Experiment Design

Two data sets acquired by Cartosat-1 have been selected for
the experiments. The first data set was acquired over Bavaria,
Germany. It exhibits an area of 2.25 km? and is shown in Fig. 2.
One image is acquired in May 2008 and the other in May 2009.

The region is characterized by a mixture of forest, season, and
crop changes and consists of two images of size 600 x 600
pixel. In this test area, the changes of interest are related to
deforestation. A change reference mask of this test site was
provided by manual digitization [see Fig. 2(c)].

The second data set was acquired over Arges, Romania,
near Piatra Craiului national park. Fig. 3(a) and (b) show the
panchromatic image from October 2008 and November 2009,
respectively. As can be seen in the panchromatic images, this
region is characterized by a typical mountainous forest area,
with many shadow areas caused by steep terrain. The forest
changes in this test area were caused by storms; thus, within
only a one-year interval, many relatively large changes can be
found. In order to have a meaningful number of changes, we
choose a big test site that covers an area of 20.25 km?®. The
images are resampled to a GSD of 5 m, which leads to an image
size of 900 x 900 pixel. In addition to the digitized change
reference mask [Fig. 3(d)], reference vector data [Fig. 3(c)], ex-
tracted from thematic mapper data, are provided, in which only
the changed regions covering an area greater than 80 000 m?
are included.

As a preprocessing procedure of the experiments, for both
test sites, DSMs from two dates are automatically generated
with the SGM method. In addition to the 3-D coregistration of
the DSMs, panchromatic images are radiometrically coregis-
tered based on their histograms.

The proposed framework comprises two main steps: the
kMNF-based change map generation and the production of the
change mask based on ICDA. Therefore, two experiments have
been designed in this part. In the first experiment, we generate
the change maps by following the KMNF and parameter estima-
tion approaches (hereafter referred to as KMNF-opti) described
in Section II-B. The initial two-layer difference map used in
this step results from the subtraction of the two panchromatic
images and the two DSMs. Furthermore, the change maps re-
sulting from image subtraction, DSM subtraction, and CVA are
generated. These results are then compared with the reference
change map in order to assess their accuracy.

In the first stage, to study the improvement yielded by
the automatic parameter optimization method, the results are
analyzed in terms of the receiver operating characteristic
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(ROC) curve [27]. An ROC curve is constructed by varying
the threshold from a minimum to a maximum value of the
obtained change map. The change mask obtained with each
threshold value can be compared with the reference data;
thus, the true positive rate (Sensitivity) and false positive rate
(1—Specificity) can be calculated. A larger area under the ROC
curve indicates better quality of the change map.

The second experiment aims at assessing the effectiveness of
the technique for labeling forest change and no-forest-change
pixels. The proposed ICDA is a supervised method. As the
forest-change pixels are far fewer than no-forest-change pixels,
the comparison was made in terms of Kappa accuracy as the
overall accuracy is not very sensitive in this case. Three other
popular change labeling methods are used here for comparison.
These three methods are random forests, OSVM, and k-means.

K-means [28] is an unsupervised classification method. The
accuracy of k-means is closely related to the defined number of
classes k. We set & = 3 in our experiments, as this value was
empirically found.

OSVM: Support Vector Machine (SVM) [29], [30] is a
nonlinear classification method and has been successfully used
in various fields such as image classification and disease
prediction. OSVM [31] tries to separate pixels belonging to
one class from all other pixels. We use the OSVM imple-
mented in LIBSVM [32], adopting a radial basis function
kernel. A grid cross-validation with parameters g in the range
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(b)
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Test area 2. (a) Panchromatic image of date 1. (b) Panchromatic image of date 2. (c) Reference data from vector. (d) Digitized change reference data.

[2720,2719:5 919 " 23] and v in the range [0.01,0.03,
0.05, ..., 1] are performed for each training data set. We choose
one group of parameters for each size of training data.

Random forests is a robust and powerful machine learning
classifier, which is capable of processing large data sets [33]. In
this paper, a model with ten trees is used in the random forests
classification procedure.

B. Change Map Generation

The kMNF-opti illustrated in the methodology part is applied
to both data sets. In our experiments, the two automatically
optimized parameters for test area 1 and test area 2 are \; = 0
and o7 = 0.560¢ and Ay = 0 and o2 = 0.190(, respectively.
The extracted change maps based on (6) are analyzed in this
section. We take the first five components for the analysis in
this experiment.

The change map extracted from test area 1 is shown in
Fig. 4(a). It can be seen that the forest changes have been
successfully highlighted in dark red. The quality improvement
of the scored components from kMNF-opti can be also verified
by comparing it with other change maps. The change maps
used for comparison include the original kernel MNF, image
subtraction, height subtraction, and CVA, which directly takes
the magnitude of the height change and the image gray-value
changes.



7134

Fig. 4. Change maps of test area 1 based on (a) kMNF-opti and (b) CVA.

TABLE 1
AUC COMPARISON WITH OTHER CHANGE DETECTION METHODS
METHOD Test areal Test area2
ABS (IMAGE DIFFERENCE) 0.9073 0.8586
HEIGHT DIFFERENCE 0.9231 0.9347
KMNF 0.9761 0.9208
KMNF_OPTI 0.9771 0.9251
CVA 0.9821 0.9441

kMNF-opti performs better than gray-value difference,
height difference, and original KMNF in the first test area (listed
in Table I). However, the CVA leads to a better ROC curve than
our method. In order to prove the accuracy and stability of our
method, the visual comparison of the two results is shown in
Fig. 4. For a better display and comparison of these results, the
0.5% largest values are removed, and all the obtained values are
linearly scaled from O to 1. Fig. 4 shows that the change map
obtained with kMNF-opti highlights the real forest changes
better than CVA.

In order to prove that the result from kMNF-opti is more
capable of getting a reliable change mask, a similar method
as described in [34] is adopted here. Instead of user/producer’s

IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 52, NO. 11, NOVEMBER 2014

—+— kMNF-opti
—&— CVA

o
w
T

Kappa Accuracy
o ©o o o o o
w E=N wm o - [sa]
1 1 1 1 1 1

o
)
T

N

o

1 A &
£ i L

5 o 10 T 15
Threshold Values (in units of Standard Diviation)
(a)

(=

-

—+— kMNF-opti
—&— CVA
—<— Height

S
©
T

S
™
T
1

o
—
T
1

b
2]
T
1

e
NN

Kappa Accuracy
o
e

o o
N W

0.1£

0 . L L £ £ o 18 8
1 2 3 4 5 6 7 8 9 10
Threshold Values (in units of Standard Diviation)

(b)

Fig. 5. Plot of the KA for (a) 15 threshold levels for test area 1 and
(b) 10 threshold levels for test area 2.

accuracy, we calculate Kappa statistic (KA) in our experiment,
since KA is more resistant to prevalence [35]. Threshold values
are set from “1” to “15” standard deviation to produce the
change mask. The obtained summary figures from these mask
evaluations are plotted in Fig. 5(a). The kMNF-opti components
can easily reach a KA of about 0.6, whereas the highest KA
obtained from CVA is only 0.5, with higher or lower threshold
values largely decreasing the change mask accuracy.

The same procedure has been applied to the second data set.
According to the AUC evaluation listed in Table I, the change
detection results benefit when height change information is
included. The change maps obtained from kMNF-opti and CVA
are shown in Fig. 6. These test images have a larger size and
are located in a mountainous area; therefore, the DSM exhibits
more outliers than in test area 1, and the 2% highest values are
removed for better data display. From visual analyses, it is much
easier to derive an appropriate threshold value for the change
map in Fig. 6(a) rather than in Fig. 6(b). This is proved by
the KA plot in Fig. 5(b). The height changes are also analyzed
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Fig. 6. Change maps of test area 2 based on (a) kMNF-opti and (b) CVA.

TABLE II
KAPPA STATISTIC COMPARISON IN TEST AREA 1
1 10 50 100 200

mean STD mean STD mean STD mean STD mean STD
ICDA 0.4835 | 0.047 | 0.5392 [ 0.029 | 0.5652 | 0.019 | 0.5578 | 0.024 | 0.5246 | 0.030

K-MEANS 0.3872
OSVM | ceee | e 04715 | 0.038 | 0.5025 | 0.012 | 0.5024 | 0.011 | 0.5178 | 0.005
RANDOM FORESTS | 0.2213 | 0.127 | 0.2355 | 0.062 | 0.1567 | 0.018 | 0.1387 | 0.025 | 0.1447 | 0.014

K-MEANS* 0.1063
OSVM* | oo | e 0.1793 | 0.165 | 0.0799 | 0.046 | 0.4236 | 0.023 | 0.4104 | 0.019
RANDOM FORESTS*| 0.2130 | 0.118 | 0.2164 | 0.052 | 0.1595 | 0.037 | 0.1513 | 0.041 | 0.1432 | 0.014

* based on the original DSM difference and image difference. 1, 10, 50, 100, and 200 pixels are the training sizes.

here, as they exhibit a better ROC curve than KMNF-opti. The
obtained KA plot is similar to the results from the first data
set. In this test area, threshold values are set from “1” to “10”
standard deviation, but a value of “7” is already larger than the
maximum value in the change map. Although the KA value for
height change is a little higher for 4 standard deviations, all
the other obtained KA values are much lower than kMNF-opti.
That is, it is quite difficult to set a proper threshold value for the
change map from only height subtraction.

C. Production of the Change Mask

The aim of this section is to evaluate the potential benefits
of ICDA. ICDA is a supervised change labeling method. To
prove the robustness of this method, results based on five groups
of training sets with different sizes are analyzed. The five
training sizes selected for this experiment are 1, 10, 50, 100,
and 200 pixels. For each group, 14 training sets are randomly
selected from the change regions. No-change training samples
are additionally selected with the same procedure for those
clustering methods that require this additional training, such as
the random forests method.

Based on the assumption that the manually extracted change
reference map represents the ground truth, KA is employed to
provide evaluation results numerically. The same training data

are also used for OSVM and random forests, but OSVM does
not allow single-pixel values for training data. In the OSVM-
based method, a cross-validation is separately processed for
each training set. The average value of the calculated param-
eters g and v are used in the classification procedure. To record
the result more fairly, we removed the two highest and two
lowest values. The mean and standard deviation (STD) of the
remaining ten values are presented in Table II and Table III.
The best results with highest KA for each classifier are marked
in bold.

Among these four methods, only k-means is unsupervised.
ICDA and OSVM require only training samples for change
regions, whereas random forests needs samples for both change
and no-change areas. As listed in Tables II and III, ICDA
obtains more stable and accurate results than the other two
methods. The result accuracy is not strongly influenced by the
size of the training data. A proper number of training samples is
necessary for the OSVM classifier, as the training model cannot
be built with only one sample. As can be observed, the accuracy
from OSVM is improving when more training samples are
used. According to our experiences, when sufficient training
samples are provided, random forests can reach an accuracy
value similar to ICDA. However, in this paper, random forests
does not perform well due to the small size of the training
sets. It has to be mentioned that the random forests classifier
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TABLE III
KAPPA STATISTIC COMPARISON IN TEST AREA 2
1 10 50 100 200

mean STD mean STD mean STD mean STD | mean[%] | STD
ICDA 0.4375 | 0.088 | 0.4678 | 0.006 | 0.4727 | 0.005 | 0.4811 | 0.008 0.4836 0.007

K-MEANS 0.4728
OSVM 02254 | 0.146 | 0.4121 | 0.010 | 0.4246 | 0.005 0.4237 0.006
RANDOM FORESTS | 02293 | 0.069 | 0.2801 | 0.065 | 02417 | 0.030 | 0.2425 | 0.036 0.2385 0.013

K-MEANS* 0.4677
OSVM* | wmeee [ e 0.1390 | 0.168 | 0.2425 | 0.081 | 0.2929 | 0.012 0.3576 0.014
RANDOM FORESTS* | 0.1800 | 0.155 | 0.2789 | 0.110 | 0.2225 | 0.046 | 0.2368 | 0.032 0.2503 0.018

* based on the original DSM difference and image difference 1, 10, 50, 100, and 200 pixels are the training sizes.

Fig. 7.

Change mask from test area 1 with method (a) ICDA (KA = 0.6216), (b) k-means (KA = 0.3872), (c) OSVM (KA = 0.5600), and (d) random forests

(KA = 0.4955). (Green) True detected. (Red) False alarms. (Blue) False negative.

builds decision trees randomly. Therefore, it is possible to get
different classification results based on the same training data,
with the numbers listed in Tables II and III being one of such
test results. As our research is not focusing on random forests,
no further tests are performed in this paper. It is worth noting
that the results from k-means are not bad, but they require
proper supervision, as it is necessary to select the k£ parameter;
furthermore, after clustering, the forest change class has to be
manually selected from the available clusters.

To highlight the performance of kMNF, the accuracy values
based on the raw panchromatic and DSM data are also provided
in Tables II and III. These three classification methods are
performed using the same training samples and approaches as

transformed kKMNEF. As listed in Tables II and III, the results
based on transformed kMNF are generally better than those
yielded by the original panchromatic images and DSMs.

The obtained best change masks from each method are
displayed in Figs. 7 and 8. The change mask has been overlaid
to the reference change map to better illustrate the accuracy of
each mask. The green color indicates the true detected pixels,
the red color shows the false alarms, and the blue color gives
the false negatives. Fig. 7(a) shows the change mask extracted
from ICDA for the first data set. It shows more forest changes
correctly extracted with less “noise”. Although the other three
classification methods extract most of the real forest changes,
many false alarms are still present in the mask. OSVM performs
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(b)

(d)

Change mask from test area 2 with the methods (a) ICDA (KA = 0.4954), (b) k-means (KA = 0.4728), (c) OSVM (KA = 0.4783), and (d) random

forests (KA = 0.4320). (Green) True detected. (Red) False alarms. (Blue) false negative.

only slightly worse than ICDA, but it needs the whole test
region to estimate proper parameters.

The best change masks that can be extracted using these four
aforementioned methods for the second data set are presented
in Fig. 8. The obtained mask accuracy is not as good as in
the first test area, as this second test region is more complex.
In addition to the larger size and higher number of changes,
this test region contains many shadow areas in the lower part,
which gives problems to both automatic change detection and
reference data extraction. Another reference data that could be
used is the vector data provided by Humboldt University Berlin
[shown in Fig. 3(c)]. OSVM can correctly label some part of
this region. Random forests extracted most of this area, but
exhibits large areas of false alarms, in contrast to the large
number of false negative pixels from OSVM. For this area, the
result from k-means is only slightly worse than ICDA.

IV. CONCLUSION

In this paper, we have presented a kMNF-based forest
change detection method for panchromatic stereo satellite im-
ages. First, the height map was generated based on the high-
performing SGM method. Next, 2-D change features were
processed onto high-dimensional feature space based on the
kernel trick, and the kKMNF was successfully applied to high-

light the real forest changes. Finally, the ICDA was adopted to
automatically extract the forest change mask.

In our methods, only two change features (height differ-
ence from DSMs and gray-value difference from panchromatic
images) were used in the procedure, without any high-level
change features. Furthermore, the proposed method was tested
on panchromatic satellite images, which are easily available and
represent relatively cheap data sources. The proposed method
works well based on stereo panchromatic images and the de-
rived DSMs. In the first step, after KMNEF, changed forest areas
are well highlighted in both test areas. It could be shown that it
is much easier to obtain high-accuracy change masks based on
the kMNF components than using other clustering methods. In
the second experiment, ICDA has been compared with three
other change labeling methods. Based on the same training
samples, ICDA performs much better than the other methods,
and the change mask accuracy is not influenced by the size of
the training samples. Experimental results on the selected test
data confirm that although the ICDA is a supervised change
extraction method, only a small number of training pixels (even
one pixel is enough) from one class (either change or no-
change) are needed in order to obtain good change detection
results.

The most important advantage of our method is its robustness.
First, it is not restricted to specific data, although only Cartosat- 1
data are tested; this method should be easily applicable to other
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satellite or airborne data. This has to be proven in further
investigations. If multispectral images are available, the change
detection accuracy might increase even more. Second, the pro-
posed method is not restricted to monitoring changes in forest
areas. In this paper, we take forest as example, but no special
texture features of forest areas are required, only DSMs and
image gray-value subtraction results are needed as input. When
additional training areas are available, this method can also be
possibly used to highlight changes in objects such as buildings.
This will be the topic of our next investigation.
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