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ABSTRACT

We present a colorimetric sensor array which is able to de-
tect explosives such as DNT, TNT, HMX, RDX and TATP
and identifying volatile organic compounds in the presence of
water vapor in air. To analyze colorimetric sensors with sta-
tistical methods, a suitable representation of sensory readings
is required. We present a new approach of extracting features
from a colorimetric sensor array based on a color distribu-
tion representation. For each sensor in the array, we construct
a K–nearest neighbor classifier based on the Hellinger dis-
tances between color distribution of a test compound and the
color distribution of all the training compounds. The perfor-
mance of this set of classifiers are benchmarked against a set
of K–nearest neighbor classifiers that is based on traditional
feature representation (e.g., mean or global mode). The sug-
gested approach of using the entire distribution outperforms
the traditional approaches which use a single feature.

Index Terms— Hellinger distance, chemo–selective
compounds, explosives detection, feature extraction, K–
nearest neighbor classification
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1. INTRODUCTION

Over the past decade, explosives have been a preferred tool
for terrorists, yet there is no satisfactory mobile and portable
solution to detect explosives. To detect a variety of military
and industrial explosives easily, new technologies must be de-
veloped. There are several application areas for explosives
sensors, such as anti-terrorism (screening luggage and mail
packages, checking suspects and mass transit systems), demi-
ning and environmental monitoring of hazardous compounds.

Sensors must not only easily detect a variety of hidden ex-
plosives, they must also be able to detect illegal chemicals and
products of the explosives industry. Further requirements are
that the sensing device should be portable, rapid, highly sen-
sitive, specific (minimize false alarms), and inexpensive [1].

Over the past years a number of detection methods have
been developed and successfully applied in explosives detec-
tors. These include, but are not limited to, gas chromatog-
raphy, Raman spectrometry, mass spectrometry, ion mobil-
ity spectrometry and colorimetric sensors. Suslick et al. de-
scribed the application of the colorimetric sensor array for
detecting volatile organic compounds in the gas phase [2, 3]
as well as for identifying different organic compounds in the
liquid phase [4, 5]. In our project we develop a colorimetric
sensor array that can be useful in detecting and identifying
explosives such as TNT, DNT, HMX, RDX and TATP [6, 7].
The colorimetric sensor is a fascinating technique for distin-
guishing different chemical compounds belonging to various
classes, like amines, cyanides, alcohols, arenes, ketones, alde-
hydes and acids in the parts-per-million (ppm) and parts-per-
billion (ppb) ranges [3, 8, 9]. In our research we use a com-



pletely different class of chemo–selective compound, which
has already shown excellent results for detecting TNT. This
type of colorimetric sensor could be successfully applied in
national security and defense [10, 11].

A colorimetric sensor array consists of a number of
chemo–selective compounds of various colors that will un-
dergo a color change when subjected to an environment or a
target substance, hereafter denoted an analyte. These chemo–
selective compounds, which are typically called dyes are
digitalized. Currently we use a flatbed scanner. One dye
consists of several hundred pixels, but classically a dye is
considered to have only one color, which is commonly found
by calculating the mean or global mode pixel value [12]. We
hypothesize that the complete distribution of color pixel value
may contain additional information that can improve classi-
fication accuracy relative the information associated with a
single pixel value such as the mean.

In this paper, we present a new method for representation
and analyzing of the output of a colorimetric sensor array us-
ing the complete color distribution. To classify a given ana-
lyte, we propose a K-NN approach which uses the Hellinger
distance between color distributions as a metric. By compar-
ing this with a K-NN that use of a single feature such as the
mean or global mode we are able to demonstrate significant
improvement in accuracy.

2. COLORIMETRIC SENSORS

The colorimetric sensor array consists of a number of chemo–
selective compounds immobilized onto silica gel resulting in
circular spots (Fig. 1A). Each individual spot was approxi-
mately 3 mm in diameter with the total size of the sensor array
of approximately 2.5 cm × 4.0 cm.

The dataset used in this paper has been discussed in detail
in earlier work [12] but is summarized here for completeness.
The sensor array has been exposed to analytes belonging to
the various chemical families – 9 families in total, making it
a multi-class dataset. The chemical families are: acids (45),
alcohols (27), amines (42), arenes (14), environment (28), ex-
plosives (56), inorganic explosives (14), ketones (13) and thi-
ols (14). The number in the parenthesis denotes the number
of examples measured for the class in question, bringing to
total number of examples to 253.

Data acquisition

Once the images of the sensor arrays have been digitalized,
feature extraction is employed, typically using the mean pixel
value. In order for the mean to be a robust measure of color
change, the pixels of a dye have to be normally distributed
(or at least have a symmetric distribution with one mode) and
relatively free from outliers. As can be seen in Fig. 1 this may
not always be the case. From a chemical point of view we

Fig. 1. An example of a specific dye of colorimetric sensor
array exposed to the explosive analyte RDX. A: the sensor
before exposure. B: the enhanced difference image.

know that a dye should only have one color, as the dye is ho-
mogeneous and exposed to a homogeneous vapor. However,
noise is induced from: the scanner, the enhanced temperature
for explosive detection, external light, and roughness of the
surface. Some of these effects can be handled easily. The
high temperature often results in a ring near the perimeter
of the dyes (the coffee stain effect) and this area of the dyes
is unreliable. In order to accommodate this effect, a smaller
area of a dye is used for feature extraction, corresponding to
2/3 of the dye radius. To handle the other noise effects that
cause pixel outliers, we have in earlier work suggested that
the global mode is the most robust single value statistic com-
pared to the mean, mode or median [12]. The global mode
finds the most frequent pixel value occurring in a dye and as
such is guaranteed to calculate a pixel value that exist in the
given dye.

Histogram features

In addition to the mean and global mode features used to
characterize the color change response, we consider in this
context the bag-of-words representation for multiple instance
examples. The i’th example (dye) is represented by X i =
{xi1, . . . , xini}, where xij is the j’th three–dimensional dif-
ference RGB pixel value between control and exposed, and
ni is the number of pixels considered for the representation
of the i’th example. For several classifiers a notion of dis-
tance between examples is a key component. To construct a
distance between two examples in the bag-of-words represen-
tation, we propose to represent each multi-instance example
with a distribution and use the Hellinger distance as a metric
between two examples. The motivation behind this approach
is that differences between distributions, which are not di-
rectly measurable through the mean (or other moments), can
still be detected. This approach was demonstrated to be ef-
fective in several application areas, e.g., disease classification
using flow cytometry [13] and document classification [14].

Assuming an underlying probability density function f i



such that xij ∼ fi for j = 1, 2, . . . , ni, one can associate Xi

with the following kernel density estimate

fi(x) =
1

ni

ni∑
j=1

K(x− xij)

where K(x) = 1/(2πσ2)d/2 exp(−||x||2/2σ2), d = 3 in
our case. Recall that given two PDFs fi and fk, the squared
Hellinger distance between the two distributions is given by

dH(fi, fk)
2 =

∫ (√
fi(x) −

√
fk(x)

)2

dx

i.e., the Euclidean distance between the square-root of the
PDFs. Note that the squared Hellinger distance can be com-
puted using the following equivalent formula: dH(fi, fk)

2 =
2 − 2

∫ √
fi(x)fk(x)dx. For computational simplicity, we

consider the following equivalent alternative:

dH(fi, fk)
2 = 2− 2(Efi [

√
T (x)(1− T (x))]

+ Efk [
√
T (x)(1− T (x))])

where T (x) = fi(x)
fi(x)+fk(x)

and Eh[·] =
∫ ·h(x)dx. A

sample-based version of this expression can be computed by
replacing the expectations with their sample averages and the
distributions with their kernel estimates,

Efi [
√
T (x)(1 − T (x))] ≈ 1

ni

ni∑
j=1

√
T (xij)(1 − T (xij))

Naturally, the distance calculation can be directly applied to a
K-NN classifier. This approach can be considered an alterna-
tive to a set distance between two collections instances.

Moreover, this approach allows for a feature vector con-
struction. Consider a new example X associated with PDF
f . The feature vector for this example can be constructed as
φ(X) = [dH(f, f1), dH(f, f2), . . . , dH(f, fN )]T where N is
the number of training examples. Note that this feature vec-
tor has a fixed size, independent of the number of instances
(pixels) in its bag-of-words representations. This representa-
tion can be applied to a variety of classifiers. For example,
in SVM [15] the classifier can be of the form sgn〈w, φ(X)〉.
In many cases, the SVM solution results in a sparse vector
w for which the non-zero entries correspond to support vec-
tors. In our setup, the Hellinger distance to key multi-instance
examples will determine the output of the classifier.

3. METHODS AND RESULTS

Despite its simplicity, K-NN is an effective classification
technique [15] which works as follows. When testing an
unknown data point, the Euclidean distances for all known
points are calculated. The classes of the closest K points
are then identified and the unknown point is classified using
majority voting of these known points.

Dye rank
Class Method 1st 2nd 3rd
Acids Mean 1.2 2.4 4.3
Acids GMode 2.4 2.4 3.6
Acids Hellinger 1.6 2.4 2.8
Alcohols Mean 7.5 8.3 8.3
Alcohols GMode 8.3 8.7 8.7
Alcohols Hellinger 7.9 8.3 8.7
Amines Mean 7.1 7.1 7.1
Amines GMode 7.1 7.1 7.5
Amines Hellinger 6.3 6.7 6.7
Explosives Mean 2.8 3.2 4.3
Explosives GMode 3.2 4.7 5.9
Explosives Hellinger 1.2 2.0 2.8
Thiol Mean 0.8 5.1 5.1
Thiol GMode 0.8 3.6 4.7
Thiol Hellinger 0.4 3.2 4.0

Table 1. The error rate of the 3 best performing dyes for each
feature extraction method. The numbers are reported as %
leave–one–out classification error.

We apply a K-NN classifier to each dye for each fea-
ture extraction technique in a 1 vs all setting. From earlier
work [12] it was shown that the sensor is proficient in de-
tecting acids, alcohols, amines, explosives and thiols so these
are the classes for which we train classifiers. In order to
carry out both model selection and estimation of the gener-
alization error, double-cross validation using leave–one–out
is performed. Our scheme result in a total of 155 classifiers
per feature extraction method (31 dyes × 5 classes).

To establish if the Hellinger method produces greater or
smaller classification error rate relative to the mean and global
mode we examine wins, ties, and losses. To determine ties
we use significance testing following McNemar significance
test [16] using α = 0.01 due to the amount of hypotheses we
test. For Hellinger vs mean we find that Hellinger has eight
wins, 146 ties and one loss. For Hellinger vs global mode we
find Hellinger better nine times and global mode two times
and 144 ties. Of out the twenty significant results we have
an positive false discovery rate (pFDR) of of 0.10, that is,
we expect that two of the significant results where declared
significant by error [17]. Table 1 shows how the feature ex-
traction methods compare against each other when we choose
the three best dyes for each case.

We also apply K-NN classifiers in a multi-class setting
resulting in a total of 31 classifiers per feature extraction
method, one classifier per dye. Fig. 2 shows the classification
error for each of the method ordered by classification error
using the Hellinger method. Performing the same hypothesis
test idiom as before, we find that the Hellinger method was
significantly better in 14 cases out of 62 (better than the mean
and global mode in seven cases respectively, not always for
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Fig. 2. Classification error for the feature extraction methods
when k-NN is used to quantify the errors.

the same dyes) and worse in zero cases. The pFDR is 0.02 in
the multi-class setting.

4. CONCLUSION

Despite the variability in the color reading of a given com-
pound using one sensor, traditional methods consider repre-
senting the entire reading using a single value. To account for
this variability, we proposed a complete distribution represen-
tation. To classify using the distribution representation, we
adopted the Hellinger distance-based K-NN algorithm. To
evaluate the potential benefit of using the complete distribu-
tion as opposed to the mean only for example, we compared
single feature vector representation with the full distribution
representation. We showed that the distribution representa-
tion with a Hellinger K-NN approach is either equal or better
than the single vector representation with a Euclidean K-NN
approach. The evidence for Hellinger being the better method
is especially strong in the multi-class setting where it was sig-
nificantly better in 23% of the cases.
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