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ABSTRACT

Human preferences can effectively be elicited using pairwise comparisons and in this paper current state-of-the-art based on binary decisions is extended by a new paradigm which allows subjects to convey their degree of preference as a continuous but bounded response. For this purpose, a novel Beta-type likelihood is proposed and applied in a Bayesian regression framework using Gaussian Process priors. Posterior estimation and inference is performed using a Laplace approximation.

The potential of the paradigm is demonstrated and discussed in terms of learning rates and robustness by evaluating the predictive performance under various noise conditions on a synthetic dataset. It is demonstrated that the learning rate of the novel paradigm is not only faster under ideal conditions, where continuous responses are naturally more informative than binary decisions, but also under adverse conditions where it seemingly preserves the robustness of the binary paradigm, suggesting that the new paradigm is robust to human inconsistency.

Index Terms— Pairwise Comparisons, Continuous Response, Gaussian Processes, Laplace Approximation

1. INTRODUCTION

Traditionally, various aspects of human perception and cognition are assumed to be related to absolute psychological magnitudes or intensities. This includes the classical findings by Weber, Fechner and Stevens who, for example, investigated the perception of light intensity. However, recently Lockhead [1] has argued that every aspect of perception is relative, even those apparently absolute aspects investigated by Weber, Fechner and Stevens. In accordance with the theory in [1], we investigate human perception from a relative viewpoint and examine one such highly relative aspect, namely preference.

Formal treatment of relative aspects goes back to the ideas of Thurnstone [2] and the principle of comparative judgments. In the present context it was revisited by Chu et al. [3] who formulated a Bayesian approach to preference learning using Gaussian Process (GP) priors. This formulation has initiated a number of related studies and applications, such as audio- logical preference [4], multi-subject food preference [5] and an extension for semi-supervised, active learning settings [6].

In this work we extend the likelihood model in [3] to support observations which in effect measure the perceived degree to which one option is preferred over another. This degree of preference can be obtained from a traditional paired comparison test, which implies that a subject is asked to give a subjective assessment of the degree to whether A or B is preferred over the other. Specifically, we model the observed degrees of preferences through a likelihood conditioned on a functional value difference and support inconsistent observations by applying a re-parameterized Beta distribution.

In order to examine this hypothesis, we apply the novel likelihood in a flexible Bayesian setup similar to [3] in which the prior on the underlying preference function is defined by a GP with a potentially complex covariance structure. The Laplace approximation is used for inference and model selection by maximum-a-posteriori (MAP) estimates. This provides a consistent probabilistic framework for making predictions and evaluating the predictive uncertainty. We use simulations with different synthetic noise scenarios in order
to compare a standard binary decision with the novel model. The performance of both methods is evaluated using the predictive performance.

2. MODELS FOR PAIRWISE OBSERVATIONS

In the previous section, we motivated pairwise comparisons from a cognitive perspective, yet pairwise comparisons can be considered more broadly. It is usually possible to describe any aspect of a pairwise comparison, such as preference, real difference, or perceived similarity in terms of a latent function [2].

In the following we will model the preference of two distinct inputs, \( u \in X \) and \( v \in X \), in terms of the difference between two functional values, \( f(u) \) and \( f(v) \). This implies a function, \( f : X \to \mathbb{R} \), which defines an internal, but latent absolute preference.

The general setup is as follows: We consider \( n \) distinct inputs \( x_i \in X \) denoted \( X = \{x_i | i = 1, ..., n \} \), and a set of \( m \) responses on pairwise comparisons between any two inputs in \( X \), denoted by

\[
Y = \{(y_{k}; u_k, v_k) | k = 1, ..., m\},
\]

where \( y_k \in Y \). \( u_k \in X \) and \( v_k \in X \) are option one and two in the \( k \)’th pairwise comparison, respectively. The main topic of this paper is how the domain of the response variable influences the learning rate of the latent function \( f \) in relation to the number of paired comparisons. As previously indicated, we will consider two cases:

- **binary** where \( y_k = d_k \), \( d_k \in \{-1, 1\} \)
- **continuous and bounded** where \( y_k = \pi_k \), \( \pi_k \in [0, 1] \).

In both cases we consider \( y \) a stochastic variable, informally implying the definition of the conditional density given by \( p(y_k|f_k(u_k), f(v_k)) \), denoted by \( p(y_k|f_k) \) with

\[
f_k = \{f(u_k), f(v_k)\}.
\]

2.2. Continuous Response

The primary contribution of this paper is a novel response model allowing for more subtle judgments, where the response variable describes the degree to which the prevailing option is preferred.

For this purpose we formally define a continuous but bounded response \( \pi \in [0; 1] \) observed when comparing \( u \) and \( v \). The first option, \( u \), is preferred for \( \pi < 0.5 \). The second option, \( v \), is preferred for \( \pi > 0.5 \) and none is preferred for \( \pi = 0.5 \). Hence, the response captures both the choice between \( u \) and \( v \), and the degree of the preference.

Instead of using the Probit function directly as the choice model, it is used as a link function mapping from functional differences to continuous bounded responses. More precisely, the Probit is used as a mean function for a Beta type distribution with parameterized shape parameters \( \alpha \) and \( \beta \), thus

\[
p(\pi_k|f_k) = \text{Beta}(\pi_k|\alpha(f_k),\beta(f_k)).
\]

To express the shape parameters of the Beta distribution as a function of the Probit mean function \( \mu(f_k) \), we apply a well-known re-parametrization of the Beta distribution [8],

\[
\alpha(f_k) = \nu \mu(f_k), \quad \beta(f_k) = \nu (1 - \mu(f_k)),
\]

where \( \nu \) relates to the precision of the Beta distribution and is not parameterized by \( f \). Finally, our novel likelihood depicted in Fig. 1 is described by

\[
p(\pi_k|f_k, \theta_L) = \text{Beta}(\pi_k|\nu \mu(f_k, \sigma),\nu (1 - \mu(f_k, \sigma))),
\]

where \( \theta_L = \{\sigma, \nu\} \) and \( \mu(f_k, \sigma) \) is given by

\[
\mu(f_k, \sigma) = \Phi \left( \frac{f(v_k) - f(u_k)}{\sqrt{2\sigma}} \right).
\]

The precision term \( \nu \) in Eq. (2) and Eq. (3) is inversely related to the observation noise on the continuous bounded responses. In general, \( \nu \) can be viewed as a measure of how consistent the scale is used in a given comparison.

2.3. Gaussian Process Priors

At this point we have not specified any form, order or shape of \( f \), but referred to \( f \) as an abstract function. We maintain the abstraction by considering a non-parametric approach and use a Gaussian process (GP) to formulate our beliefs about \( f \).
A GP is typically defined as "a collection of random variables, any finite number of which have a joint Gaussian distribution" [9]. Following [9] we denote a function drawn from a GP as \( f(x) \sim \mathcal{GP}(0, k(\cdot, \cdot)_{\theta_c}) \) with a zero mean function, and \( k(\cdot, \cdot)_{\theta_c} \) referring to the covariance function with hyperparameters \( \theta_c \), which defines the covariance between the random variables as a function of the inputs \( x \). The fundamental consequence of this formulation is that the GP can be considered a distribution over functions, i.e., \( p(f|\mathcal{X}, \theta_c) \), with hyper-parameters \( \theta_c \) and \( f = [f(x_1), f(x_2), \ldots, f(x_n)]^T \), i.e., dependent on \( \mathcal{X} \).

In a Bayesian setting we can directly place the GP as a prior on the function defining the likelihood. This leads us directly to a formulation given Bayes relation with \( \theta = \{ \theta_c, \theta_L \} \)

\[
p(f|\mathcal{Y}, \mathcal{X}, \theta) = \frac{p(\mathcal{Y}|f, \theta_L) p(f|\mathcal{X}, \theta_c)}{p(\mathcal{Y}|\mathcal{X}, \theta_c)}.
\]  

The prior \( p(f|\mathcal{X}, \theta_c) \) is given by the GP and the likelihood \( p(\mathcal{Y}|f, \theta_L) \) is either of the two likelihoods defined previously, with the assumption that the likelihood factorizes as usual, i.e., \( p(\mathcal{Y}|f, \theta_c) = \prod_{k=1:m} p(y_k|f(u_k), (u_k, \theta_L)) \)

The posterior of interest, \( p(f|\mathcal{Y}, \mathcal{X}, \theta) \), is directly defined when equipped with the likelihood and the prior, but it is unfortunately not of any known analytical form in either the binary nor the continuous case.

### 3. Inference & Predictions

Since the likelihoods considered in this paper do not result in closed form solutions to the posterior in Eq. (4), we must resort to approximations, such as the Laplace approximation, Expectation Propagation or sampling. Since the main focus of this work is to examine the general properties of the likelihood proposed in Sec. 2.2, we use the well-know and relatively simple Laplace approximation. The required steps have previously been derived for the binary likelihood [3] (see [10] for a detailed derivation), and in the following it will be derived for the proposed likelihood from Sec. 2.2.

#### 3.1. Laplace Approximation

The main idea is to approximate the posterior by a single Gaussian distribution, such that \( p(f|\mathcal{Y}) \approx \mathcal{N}(\hat{f}, \mathbf{A}^{-1}) \). Where \( \mathbf{A} \) is the mode of the posterior and \( \mathbf{A} \) is the Hessian of the negative log-likelihood at the mode. The mode is found as \( \hat{f} = \arg \max_f p(f|\mathcal{Y}) = \arg \max_f p(\mathcal{Y}|f) p(f) \).

The general solution to the problem can be found by considering the unnormalized log-posterior and the resulting cost function which is to be maximized, is given by

\[
\psi(f|\mathcal{Y}, \mathcal{X}, \theta) = \log p(\mathcal{Y}|f, \mathcal{X}, \theta_L) - \frac{1}{2} \mathbf{f}^{T} \mathbf{K}^{-1} \mathbf{f} - \frac{1}{2} \log |\mathbf{K}| - N \log 2\pi.
\]

where \( \mathbf{K}_{i,j} = k(\mathbf{x}_i, \mathbf{x}_j)_{\theta_c} \). We use a damped Newton method with soft linesearch to maximize Eq. (5). In our case the basic damped Newton step (with adaptive damping factor \( \lambda \)) can be calculated without inversion of the Hessian (see [10])

\[
\mathbf{f}^{\text{new}} = (\mathbf{K}^{-1} + \mathbf{W} - \lambda \mathbf{I})^{-1} \left[ (\mathbf{W} - \lambda \mathbf{I}) \mathbf{f} + \nabla \log p(\mathcal{Y}|f, \mathcal{X}, \theta_L) \right],
\]

Using the notation \( \nabla_{i,j} = \frac{\partial^2}{\partial f_i \partial f_j} \) we apply the definition \( \mathbf{W}_{i,j} = -\sum_k \nabla_{i,j} \log p(y_k|f_k, \theta_L) \). We note that the term \( \nabla_{i,j} \log p(y_k|f_k, \theta_L) \) is only nonzero when both \( x_i \) and \( x_j \) occur as either \( u_k \) or \( u_k \) in \( f_k \). In contrast to standard binary GP classification the Hessian \( \mathbf{W} \) is not diagonal, which makes the approximation slightly more involved.

When converged, the resulting approximation is

\[
p(f|\mathcal{Y}, \mathcal{X}, \theta) \approx \mathcal{N} \left( \hat{f}, (\mathbf{W} + \mathbf{K}^{-1})^{-1} \right).
\]
lihood are given by:

\[ \nabla_i \log p(\pi_k | \mathbf{f}_k, \theta_L) = \mathbb{I}(x_i) \cdot \nu \cdot \mathcal{N}(\mathbf{f}_k) \cdot \left[ \log(\pi_k) - \log(1 - \pi_k) - \psi(\alpha) + \psi(\beta) \right] \quad (8) \]

\[ \nabla \nabla_{ij} \log p(\pi_k | \mathbf{f}_k, \theta_L) = -\mathbb{I}(x_i)\mathbb{I}(x_j) \cdot \nabla^2 \mathcal{N}(\mathbf{f}_k), \]

\[ \cdot \left[ \mathcal{N}(\mathbf{f}_k) \cdot \left( \psi(\alpha) + \psi(\beta) \right) + \frac{f(v_k) - f(u_k)}{2\nu \sigma^2} \right] \]

\[ \cdot \left( \log(\pi_k) - \log(1 - \pi_k) - \psi(\alpha) + \psi(\beta) \right), \quad (9) \]

where we for convenience write \( \alpha \) and \( \beta \) without the dependency on \( \mathbf{f}_k \) Eq. (2). \( \psi(z) \) and \( \psi'(z) \) are the digamma function of zero'th and first order, respectively, \( \mathcal{N}(\mathbf{f}_k) = \mathcal{N}\left( \frac{f(v_k) - f(u_k)}{\sqrt{2\sigma}} \right) | 0, 1 \) and \( \mathbb{I}(z) \) is an indicator function defined by

\[ \mathbb{I}(z) = \begin{cases} 
1 & \text{if } z = u_k \\
-1 & \text{if } z = v_k \\
0 & \text{otherwise}. \end{cases} \quad (10) \]

We refer to [10] for a full derivation and for the required derivatives for the binary case as first described in [3].

### 3.2. Hyper-parameter Estimation

So far we have simply considered the hyper-parameters \( \theta = \{ \theta_L, \theta_c \} \) variables on which we can condition the primary posterior, and not worried about their values or distributions. In the following, we consider the hyper-parameters random variables on which we place a prior and the full posterior would be \( p(\mathbf{f}, \theta | X) \). However, since the focus in this work is \( p(\theta | X, \mathcal{Y}) \) only we use the prior on \( \theta \) to make point estimates of the hyper-parameters in terms of maximum-a-posteriori (MAP) estimates.

We obtain the MAP estimates by iterating between the Laplace approximation with fixed hyper-parameters, i.e. finding \( p(\mathbf{f}_0 | \mathcal{Y}, \theta_{MAP}) \), followed by a maximization step in which \( \theta_{MAP} = \arg \max_{\theta} p(\mathcal{Y} | \theta, \mathbf{f}) \).

The choice of particular priors is left for the simulations in Sec. 4, however, if \( p(\theta) \) is the Uniform distribution, we obtain the traditional evidence optimization [9] as expected. It is noted that the complexity of the posterior inference is of the same order as standard GP regression described in [9].

3.3. Prediction

The main task is to estimate the latent function, \( f \), with the end goal to do predictions of the observable variable \( y \) for a pair of test inputs \( r \in \mathcal{X}_t \) and \( s \in \mathcal{X}_t \). In this paper, we are especially interested in the discrete decision, i.e., whether \( r \succ s \) or \( s \succ r \). This can be obtained from both likelihood models, thus allowing for direct comparison of the two formulations in terms of predictive performance.

We first consider the predictive distribution of \( f \) which is required in both cases, and for notational convenience we omit the conditioning on \( X \) and \( \mathcal{Y} \). Given the GP, we can write the joint prior distribution between \( f \sim p(\mathbf{f} | \mathcal{Y}, \theta_{MAP}) \) and the test variables \( \mathbf{f}_t = [f(r), f(s)]^T \) as

\[ p(\mathbf{f}_t | \mathcal{Y}, \theta_{MAP}) = \mathcal{N}\left( \begin{bmatrix} 0 \\ \mathbf{K} \end{bmatrix}, \begin{bmatrix} K_t & k_t \\ k_t^T & K_t \end{bmatrix} \right), \quad (12) \]

where \( K_t \) is a matrix with elements \( k_{t,i} = k(s, x_i) \theta_{MAP} \) and \( K_{1,t} = k(r, x_i) \theta_{MAP} \) with \( x_i \) being a training input. The conditional \( p(\mathbf{f}_t | \mathbf{f}) \) is obviously Gaussian as well and can be obtained directly from Eq. (12). The predictive distribution is given as \( p(\hat{y}_r | \mathcal{Y}, \theta_{MAP}) = \int p(\mathbf{f} | \mathcal{Y}, \theta_{MAP}) p(\mathbf{f} | \mathbf{f}_t) d\mathbf{f} \). With the posterior approximated with the Gaussian from the Laplace approximation then \( p(\mathbf{f}_t | \mathcal{Y}, \theta_{MAP}) \) will be Gaussian too and is given as \( \mathcal{N}(\mathbf{f}_t | \mu^*, \mathbf{K}^*) \) with \( \mu^* = [\mu^*_c, \mu^*_s]^T = k_r \mathbf{K}^{-1} \hat{f}_r \) and \( \mathbf{K}^* = \begin{bmatrix} K_{rr}^* & K_{rs}^* \\ K_{sr}^* & K_{ss}^* \end{bmatrix} = K_t - K_t^T (I + \mathbf{W} \mathbf{K}) K_t \).

We refer to [10] for a full derivation and for the required derivatives for the binary case as first described in [3].

3.3.1. Binary Likelihood

If \( p(\mathbf{f}_t | \mathcal{Y}, \theta_{MAP}) \) is Gaussian and we consider the Probit likelihood, the integral in Eq. (13) can be evaluated in closed form as a modified Probit function given by [3]

\[ P(r \succ s | \mathcal{Y}) = \Phi (\mu^*_s - \mu^*_c) / \sigma^* \quad (14) \]

with \( (\sigma^*)^2 = 2\sigma^2 + K_{rr}^* + K_{ss}^* - K_{rs}^* - K_{sr}^* \).
3.3.2. Continuous Likelihood

In the continuous case the observed variable, $\pi$, does not directly define the discrete observation which is the main focus of this work. However, a binary preference can be derived from the continuous likelihood via the predictive distribution over $\pi$. With the suggested likelihood and mean function in Sec. 2.2 the probability of the binary choice is obtained as

$$P(r > s | Y, \theta_C) = \int_{\pi=0}^{\pi=1/2} p(\pi | Y, \theta_C) d\pi, \text{ thus}$$

$$P(r > s | Y, \theta_{\text{MAP}}) = \int p(f_t | Y, \theta_{\text{MAP}}) \text{BetaCDF}\left(\frac{1}{2}, \alpha(f_t), \beta(f_t)\right) df_t$$  \hspace{1cm} (15)

In the ideal case of a noise-free user, i.e., $\nu \rightarrow \infty$, the Beta distribution reduces to a point mass at the mean defined by the Probit function. Hence, in the limit of a completely consistent user, the predictions from Eq. (15) reduces to a classical choice model with predictions that follows Eq. (14).

4. EXPERIMENTAL RESULTS AND DISCUSSION

To study the performance of the models in a controlled setting, we use a synthetic dataset generated from the deterministic Griewangk function depicted in Fig. 2. We use the predictive performance of the binary choice to compare the learning rates of the binary response (BR) model as the baseline and the continuous bounded response (CBR) model. In each comparison, the two inputs are drawn randomly among 101 input points sampled uniformly from $x = [-8; 8]$.

The training points $\pi_k$ are drawn from a Beta distribution with the parameterization from Sec. 2.2 with the Probit link function in Eq. (4), $\sigma = 1$, and the Griewangk function values as the two inputs. The noise level on the training data is defined by the parameter $\nu_D$ corresponding to $\nu$ in the CBR model. The binary decision $d_k$ is determined by whether $\pi_k$ is smaller or larger than 0.5. For evaluation, we generate an independent binary test set located equidistantly in between the training points. Initial experiments showed that in order to get a robust predictive model for all noise level, it is important to learn the $\nu$ parameter in the CBR model. The initial experiments also indicated that it is vital not to underestimate the noise, while an overestimation is not as crucial and provides overall good predictive performance. This suggests a prior with a monotonic increasing likelihood towards the highest noise level. A natural choice is a $\text{Gamma}(1, \eta)$ prior with inverse scale parameter $\eta = 0.05$ and initialization $x$.

The considered models, priors and parameters are listed in Table 1 where the covariance parameters, $\theta_C$, are applied in a GP prior with a covariance function defined by the $\text{squared exponential}$ kernel $k_{SE}(x, x') = \sigma^2 \exp(-l^{-2}||x - x'||^2)$. When a specific prior is not a point-mass/constant indicated by $\delta_x$ in Table 1, the hyper-parameters are estimated (MAP) either for each training set size (realistic scenario) or for $m = 500$ (ideal scenario). The latter is indicated by $\delta_{\text{ideal}}$.

The learning curves from Fig. 3 show that under ideal conditions with nearly noise-free observations and a correct noise setting (Fig. 3, right plot) the CBR model outperforms the BR models as expected, since a continuous response will essentially provide more information from each experiment under ideal conditions than a binary response will. Also, in both high and moderate noise conditions (Fig. 3, left and middle plot) the CBR model with a correct noise setting (CBR Ideal) outperforms the corresponding BR model significantly in terms of learning rates and actually shows similar learning rates as the BR model under noise-free conditions. Finally and most importantly, the learning rates are only slightly lower when $\nu$ has been inferred from data via the MAP procedure (with different initializations) than when it is specified correctly, which suggests that the parameter inference framework with independent priors is robust in real-life-scenarios without ideal model and noise conditions.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Data Noise</th>
<th>$\theta_C$</th>
<th>$\theta_C$</th>
<th>$\theta_C$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\nu_D$</td>
<td>$\sigma$</td>
<td>$\nu$</td>
<td>$\sigma$</td>
</tr>
<tr>
<td>BR NoiseFree</td>
<td>No Noise</td>
<td>${3, 10, 30}$</td>
<td>$\delta_1$</td>
<td>$\delta_{\text{ideal}}$</td>
</tr>
<tr>
<td>BR</td>
<td>No Noise</td>
<td>${3, 10, 30}$</td>
<td>$\delta_1$</td>
<td>$\delta_{\text{ideal}}$</td>
</tr>
<tr>
<td>CBR NoiseFree</td>
<td>No Noise</td>
<td>${3, 10, 30}$</td>
<td>$\delta_1$</td>
<td>$\delta_{\text{ideal}}$</td>
</tr>
<tr>
<td>CBR Ideal</td>
<td>${3, 10, 30}$</td>
<td>$\delta_1$</td>
<td>$\delta_{\text{ideal}}$</td>
<td>$U_1$</td>
</tr>
<tr>
<td>CBR</td>
<td>${3, 10, 30}$</td>
<td>$\delta_1$</td>
<td>$\delta_{\text{ideal}}$</td>
<td>$U_1$</td>
</tr>
</tbody>
</table>

Table 1. Simulation conditions. $\delta_x$ is a point-mass, thus the parameter is constantly equal to $x$. The $\delta_{\text{ideal}}$ value is learned as $m \rightarrow \infty$. $U_x$ is an uniform prior over $[0; \infty]$ with the parameter initialized to $x$. $\mathcal{G}(1, \eta)_x$ is a Gamma prior with inverse scale parameter $\eta = 0.05$ and initialization $x$. The latter is indicated by $\delta_{\text{ideal}}$.

The considered models, priors and parameters are listed in Table 1 where the covariance parameters, $\theta_C$, are applied in a GP prior with a covariance function defined by the $\text{squared exponential}$ kernel $k_{SE}(x, x') = \sigma^2 \exp(-l^{-2}||x - x'||^2)$. When a specific prior is not a point-mass/constant indicated by $\delta_x$ in Table 1, the hyper-parameters are estimated (MAP) either for each training set size (realistic scenario) or for $m = 500$ (ideal scenario). The latter is indicated by $\delta_{\text{ideal}}$.

The learning curves from Fig. 3 show that under ideal conditions with nearly noise-free observations and a correct noise setting (Fig. 3, right plot) the CBR model outperforms the BR models as expected, since a continuous response will essentially provide more information from each experiment under ideal conditions than a binary response will. Also, in both high and moderate noise conditions (Fig. 3, left and middle plot) the CBR model with a correct noise setting (CBR Ideal) outperforms the corresponding BR model significantly in terms of learning rates and actually shows similar learning rates as the BR model under noise-free conditions. Finally and most importantly, the learning rates are only slightly lower when $\nu$ has been inferred from data via the MAP procedure (with different initializations) than when it is specified correctly, which suggests that the parameter inference framework with independent priors is robust in real-life-scenarios without ideal model and noise conditions.

We have focused on a controlled example to highlight properties of the model and inference, leaving a real-world validation for future work. Future work also includes the extension of the mean function, Eq. (4), using a mixture of Probit functions to account for different user behavior such as centering and contraction bias. For a real-world setting, a natural extension is a suitable active learning criteria, such as the $\text{expected value of information}$ framework applied recently in e.g. [5] for the BR model.
5. CONCLUSION AND PERSPECTIVES

We have proposed a new model for preference learning with Gaussian Process priors with the main purpose to increase the learning rate compared to the standard binary model applied in [3]. We have outlined a robust and flexible inference framework for the new model based on suitable priors and the Laplace approximation. Simulations were used to present properties and performance, which showed a significant information increase from each experiment under ideal conditions as expected but more importantly also under adverse conditions. The performance is especially increased in a certain window of opportunity.
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