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INTRODUCTION SUBSPACE PROJECTIONS

In hyperspectral image analysis an exploratory approach to analyse Linear Principal Component Analysis (PCA) Kernel PCA

the image data is to conduct subspace projections. . . o . : _ . . . . . . .
9 pace proj Eigenvalue problem formulation maximizing the variance : Applying the kernel trick consist of mapping x; into a higher dimensional

As linear projections often fail to capture the underlying structure of r : feature space via the non-linear function ¢(x), i.e. x, — @(x,).
the data, we present kernel based subspace projections of PCA and Yu; = Au, ,where YX=-LX"X : ’ l l

Maximum Autocorrelation Factors (MAF). The MAF projection : The eigenvalue problem becomes

The orthonormal projection eigenvectors are expressed as U = [u; u, ... u,] :

exploits the fact that interesting phenomena in images typicall , N _ :
exﬁibit spatial autocorrelation JpP J96s ypically where r = min(n,p). The subspace projection becomes x =U" x. Kv,=Av, ,where K=-L®d" A P=[g(x) d(x,) ... o(x,)" 1"
Maize grain kernel : 1 T, _ r - : .
The analysis is based on near- The dual formulation 5 XX'v, =Av, = w,e<X'v; A v o< Xu, : By exploiting the dual formulation the subspace projection can be found as
End G :
infrared hyperspectral images Irjlocr)rigztcglrch o Principal Components, PC1-PC3. Principal Components, PC4-PC6. : dU = KVA™”

of maize grains demonstrating , g5, starch
the superiority of the kernel-

based MAF method. Pedicel : Projection is memory-based due to K =[k(x,x,) k(x,x,) ... k(x,x.)], i.e.

: dependence on training dataset.

HYPERSPE L G IN DATA . i ] Principal Components, PC1-PC3. Principal Components, PC4-PCeé.
Linear Maximum Autocorrelation Factor (MAF) :

A collection of 8 maize grains, front and backside, are used to Maximise autocorrelation p of linear combinations a’x(r) of zero-mean
generate a single hyperspectral image of 153 bands. spatial variables x(r) at location r. The difference x ,(r) = x(r) — x(r+A4)
Pseudo RGB of maize grains. has a covariance matrix X, where 4 is a displacement vector.

» Image size: . T

370 x 149 x 153 The autocorrelation p can be found as o= 1_% a TZZAa E

. a xa :
= Spectral range: Properties | | Kernel MAF
950 - 1700nm. ) ﬁf/saliin;r?tstir;iclgar::er;as’;[rail;[(Kt)rnaiT%rmation T i.0. spectral scatter : As for kernel PCA a similar framework can be derived for the kernel MAF
* X, l.e. : . _

The hyper§pectral image tensor is unfolded and represen’Fed a§ a correction is not necessary. : method using the same Gaussian kernel.
n x p matrix X, where each row represents an observed pixel, i.e. A G, B VAF Gomponents, MAFA-MAFS. | AR Gomponents, MAFT-MAFS AF oot MAEAAAFS

X i1s a 55130 x 153 matrix.

Pre-Processing

» Light source and dark current compensation.
« Remove 900-950nm (poor SNR).
» No spectral scatter correction.

Maize grain spectra (typical). Background spectra (typical).
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Subsampling

Appr. n = 3000 random samples are used for extracting the The kernel MAF transform further provides a superior projection in terms of labelling
projection vectors applied to all data pixels. different maize kernels parts with same colour.
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