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Abstract: There is a increasing interest in analysis of large scale multi-way data. The concept of multi-way data refers to arrays of data with more than two dimensions, i.e., taking the form of tensors. To analyze such data, decomposition techniques are widely used. The two most common decompositions for tensors are the Tucker model and the more restricted PARAFAC model. Both models can be viewed as generalizations of the regular factor analysis to data of more than two modalities. Non-negative matrix factorization (NMF) in conjunction with sparse coding has lately been given much attention due to its part based and easy interpretable representation. While NMF has been extended to the PARAFAC model no such attempt has been done to extend NMF to the Tucker model. However, if the tensor data analyzed is non-negative it may well be relevant to consider purely additive (i.e., non-negative Tucker decompositions). To reduce ambiguities of this type of decomposition we develop updates that can impose sparseness in any combination of modalities, hence, proposed algorithms for sparse non-negative Tucker decompositions (SN-TUCKER). We demonstrate how the proposed algorithms are superior to existing algorithms for Tucker decompositions when indeed the data and interactions can be considered non-negative. We further illustrate how sparse coding can help identify what model (PARAFAC or Tucker) is the most appropriate for the data as well as to select the number of components by turning off excess components. The algorithms for SN-
TUCKER can be downloaded from [Mørup, 2007].

1 Introduction

Tensor decompositions are in frequent use today in a variety of fields including psychometric, chemometrics, image analysis, graph analysis and signal processing [Murakami and Kroonenberg, 2003; Vasilescu and Terzopoulos, 2002; Wang and Ahuja, 2003; Jia and Gong, 2005; Sun et al., 2005; Gurden et al., 2001; Nørgaard and Ridder, 1994; Smilde et al., 1999, 2004; Andersson and Bro, 1998].

Tensors, i.e., $\mathcal{X} \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N}$, also called multi-way arrays or multidimensional matrices are generalizations of vectors (first order tensors) and matrices (second order tensors). The two most commonly used decompositions of tensors are the Tucker model [Tucker, 1966] and the more restricted PARAFAC/CANDECOMP model [Harshman, 1970; Carroll and Chang, 1970].

The Tucker model reads

$$\mathcal{X}_{i_1,i_2,\ldots,i_N} \approx \mathcal{R}_{i_1,i_2,\ldots,i_N} = \sum_{j_1,j_2,\ldots,j_N} \mathcal{G}_{j_1,j_2,\ldots,j_N} A^{(1)}_{i_1,j_1} A^{(2)}_{i_2,j_2} \cdots A^{(N)}_{i_N,j_N},$$

(1)

where $\mathcal{G} \in \mathbb{R}^{J_1 \times J_2 \times \cdots \times J_N}$ and $A^{(n)} \in \mathbb{R}^{I_n \times J_n}$. To indicate how many vectors pertain to each modality it is customary also to denote the model a Tucker $J_1 - J_2 - \cdots - J_N$. Using the n-mode tensor product $\times_n$ [Lathauwer et al., 2000] given by

$$(\mathcal{Q} \times_n \mathcal{P})_{i_1,i_2,\ldots,j_n,\ldots,i_N} = \sum_{i_n} \mathcal{Q}_{i_1,i_2,\ldots,i_n,\ldots,i_N} \mathcal{P}_{j_n,i_n},$$

(2)

the model is stated as

$$\mathcal{X} \approx \mathcal{R} = \mathcal{G} \times_1 A^{(1)} \times_2 A^{(2)} \times_3 \cdots \times_N A^{(N)}.$$ 

(3)

The Tucker model represents the data spanning the $n^{th}$ modality by the vectors (loadings) given by the $J_n$ columns of $A^{(n)}$ such that the vectors of each modality interact with the vectors of all remaining modalities with strengths given by a so-called core tensor $G$. As a result, the Tucker model encompass all possible linear interactions between vectors pertaining to the various modalities of the data.
The PARAFAC model is a special case of the Tucker model where the size of each modality of the core array \( G \) is the same, i.e., \( J_1 = J_2 = \cdots = J_N \), while interaction is only between columns of same indices such that the only non-zero elements are found along the diagonal of the core, i.e., \( G_{j_1,j_2,\ldots,j_N} \neq 0 \) iff \( j_1 = j_2 = \ldots = j_N \). Notice, in the Tucker model a rotation of a given loading matrix \( A^{(n)} \) can be compensated by a counter rotation of the core \( G \), i.e., \( G \times_n A^{(n)} = (G \times_n P^{-1}) \times_n (A^{(n)} P) \). While the factors of the unconstrained Tucker model are orthogonal, this is not the case for the factors of the PARAFAC model. Furthermore, as the PARAFAC model requires the core to be diagonal this restricts \( P \) in general to be a simple scale and permutation matrix. Thus, contrary to the PARAFAC model [Kruskal, 1977; Sidiropoulos and Bro, 2000] the Tucker model is not unique in general.

Non-negative matrix factorization (NMF) is given by the decomposition

\[
V \approx R = WH, \tag{4}
\]

where \( V \in \mathbb{R}^{N \times M} \), \( W \in \mathbb{R}^{N \times D} \) and \( H \in \mathbb{R}^{D \times M} \), i.e., such that the variables \( V \), \( W \) and \( H \) are non-negative. The decomposition is useful as it results in easy interpretable part based representations [Lee and Seung, 1999]. Non-negative decomposition is also named positive matrix factorization [Paatero and Tapper, 1994] but was popularized by Lee and Seung [1999, 2000] due to a simple and efficient algorithmic procedure based on multiplicative updates. The decomposition has proven useful for a wide range of data where non-negativity is a natural constraint. These encompass data for text-mining based on word frequencies, image data, biomedical data and spectral data. The algorithm can even be useful when the data inherently is indefinite, but after transformation becomes non-negative, say audio, where NMF has been successfully used for analysis of the amplitude of a spectral representation [Smaragdis and Brown, 2003].

Unfortunately, the decomposition is not in general unique [Donoho and Stodden, 2003]. However, sparseness has been imposed such that ambiguities are reduced by finding the solution being the most sparse (by some measure of sparseness). This is often also the most simple, i.e., parsimonious solution to the data [Olshausen and Field, 2004; Eggert and Körner, 2004; Hoyer, 2004]. Non-negative matrix factor-
ization has recently been extended to the PARAFAC model [Welling and Weber, 2001; FitzGerald et al., 2005; Parry and Essa, 2006; Cichocki et al., 2007]. However, despite the attractive properties of non-negative decompositions and sparse coding neither approaches have so far been extended to the Tucker model.

Traditionally, the Tucker model has been estimated using various alternating least squares algorithms where the columns of $A^{(n)}$ for the unconstrained Tucker are orthogonal [Andersson and Bro, 1998]. Recently, an algorithm for higher order singular value decomposition (HOSVD) based on solving $N$ eigenvalue problems to estimate the Tucker model was given [Lathauwer et al., 2000]. However, just as NMF does not have orthogonal factors neither will factors in the constrained Tucker model be forced orthogonal. Although algorithms for non-negative Tucker decompositions exist [Bro and Andersson, 2000] the decompositions do not allow for the core to be constrained non-negative. Furthermore, the decompositions are in general ambiguous. Consequently, the lack of uniqueness hampers interpretability of these decompositions. For this reason the existing non-negative Tucker decompositions have not been widely used. Presently, we will develop multiplicative algorithms for fully non-negative Tucker decompositions, i.e., forming a non-negative Tucker decomposition where both data, core and loadings are non-negative. Ambiguities of the decompositions are reduced imposing sparseness such that the solution being the sparsest according to some measure of sparsity is attained.

In the following $X^a_b$ will denote a tensor of the modalities $a$ containing data of type $b$. Recently, the Tucker model has among others been applied to:

1. Spectroscopy data ([Smilde et al., 2004; Andersson and Bro, 1998] for instance $X^\text{Strength}_{\text{Batch number} \times \text{Time} \times \text{Spectra}}$ [Gurden et al., 2001; Nørgaard and Ridder, 1994; Smilde et al., 1999])

2. Web mining ($X^\text{Click counts}_{\text{Users} \times \text{Queries} \times \text{Wep pages}}$ [Sun et al., 2005])

3. Image analysis ($X^\text{Image intensity}_{\text{People} \times \text{Views} \times \text{Illuminations} \times \text{Expressions} \times \text{Pixels}}$ [Vasilescu and Terzopoulos, 2002; Wang and Ahuja, 2003; Jia and Gong, 2005])

4. Semantic differential data ($X^\text{Grade}_{\text{Judges} \times \text{Music pieces} \times \text{Scales}}$ [Murakami and...]}
All the above data sets are non-negative and the basis vectors/projections $A^{(n)}$ and interactions $G$ can be assumed additive, viz., non-negative. For the spectroscopy data non-negativity would yield batch groups containing, time and spectra profiles additively combined by the non-negative core, for the web mining data giving groups of users, queries and web pages interrelated with a strength given by the non-negative core etc. However, none of the Tucker analysis above have considered such purely non-negative decompositions where the “whole” is modeled as the sum of its “parts” resulting in easy interpretable part based representation.

The paper is structured as follows: First, two algorithms for sparse non-negative Tucker (SN-TUCKER) decomposition based on a gaussian noise model (i.e., least squares (LS) minimization) and Poisson noise (i.e., Kulback-Leibler (KL) divergence minimization) are derived. The derivation easily generalizes to other types of objective functions such as Bregman, Ciszar, $\alpha$ and $\beta$ divergences [Dhillon and Sra, 2005; Cichocki et al., 2006, 2007], however, the focus is here on LS and KL, since they are the two most widely used objective functions for NMF. Next, the algorithms ability to identify the components of synthetically generated data is demonstrated. Finally, the algorithms are tested on two real data sets, one of wavelet transformed EEG previously explored by the PARAFAC model [Morup et al., 2006] the other a data set obtained from a flow injection analysis (FIA) [Nørgaard and Rüdiger, 1994; Smilde et al., 1999]. The applications demonstrate different aspects of the SN-TUCKER model.

2 Methods

In the following $A \bullet B$ and $\frac{A}{B}$ will denote element-wise multiplication and division, respectively, while $(M)^\alpha$ denotes elements-wise raising the elements of $M$ to the $\alpha^{th}$ power. $\mathcal{E}$, $E$ and $1$ will, respectively, denote a tensor, a matrix, and a vector of ones in all entries. Finally, $\bullet$ supersedes $\cdot$ where $\cdot$ denotes the regular matrix multiplication.

The sparse non-negative Tucker (SN-TUCKER) algorithms proposed here is based on the multiplicative updates introduced in [Lee
and Seung, 1999, 2000; Lee et al., 2002] for non-negative matrix factorization (NMF). Although, other types of updates exist for non-negativity constraint optimization such as projected gradient [Lin, 2007] and active sets [Bro and Jong, 1997], multiplicative updates are simple to implement and extend well to sparse coding [Eggert and Körner, 2004]. Consider the cost function \( C(\theta) \) of the non-negative variables \( \theta \). Let further \( \frac{\partial C(\theta)^+}{\partial \theta_i} \) and \( \frac{\partial C(\theta)^-}{\partial \theta_i} \) be the positive and negative part of the derivative with respect to \( \theta_i \). Then the multiplicative update has the following form:

\[
\theta_i \leftarrow \theta_i \left( \frac{\partial C(\theta)^-}{\partial \theta_i} \right)^{\alpha} \left( \frac{\partial C(\theta)^+}{\partial \theta_i} \right)^{1-\alpha}.
\]

A small constant \( \varepsilon = 10^{-9} \) can be added to the denominator to avoid potential division by zero. By also adding the constant to the numerator the corresponding gradient is unaltered. When the gradient is zero \( \frac{\partial C(\theta)^+}{\partial \theta_i} = \frac{\partial C(\theta)^-}{\partial \theta_i} \) such that \( \theta \) is left unchanged. If the gradient is positive \( \frac{\partial C(\theta)^+}{\partial \theta_i} > \frac{\partial C(\theta)^-}{\partial \theta_i} \) hence \( \theta \) will decrease and vice versa if the gradient is negative. Thus, there is a one-to-one relation between fixed points of the multiplicative update rule and stationary points under gradient descend. One attractive property of multiplicative updates is that, since \( \theta_i \), \( \frac{\partial C(\theta)^+}{\partial \theta_i} \) and \( \frac{\partial C(\theta)^-}{\partial \theta_i} \) all are non-negative, non-negativity is naturally enforced as each update remains in the positive orthant. \( \alpha \) is a step size parameter that potentially can be tuned to assist convergence. When \( \alpha \to 0 \) only very small steps in the negative gradient direction are taken.

Using multiplicative updates Lee and Seung [2000] devised two algorithms for NMF. One based on least squares minimization (LS) corresponding to the approximation error being homoscedastic gaussian noise the other based on Kullback-Leibler divergence (KL) corresponding to Poisson noise. They further proved that these updates given at the top of Table 1 monotonically decrease the cost function \( C \) for \( \alpha = 1 \).

Although the estimation of \( W \) or \( H \) for fixed \( H \) or \( W \), respectively, is a convex problem, the combined estimation alternatingly solving for \( W \) and \( H \) is not guaranteed to find the global minima. Furthermore, a NMF decomposition is in general not unique [Donoho
and Stodden, 2003]: If the data does not adequately span the positive orthant a rotation of the solution is possible violating uniqueness. Consequently, constraints in the form of sparseness has proven useful such that the ambiguity is resolved taking the solution being the sparsest by some measure of sparseness [Hoyer, 2002, 2004; Eggert and Körner, 2004]. Eggert and Körner [2004] derived an efficient algorithm for Sparse NMF based on multiplicative updates by penalizing values in $\mathbf{H}$ by a function $C_{\text{sparse}}(\mathbf{H})$ while keeping $\mathbf{W}$ normalized such that the sparsity is not achieved simply by letting $\mathbf{H}$ go to zero while $\mathbf{W}$ goes to infinity. Making the reconstruction invariant to this normalization, i.e., $\tilde{\mathbf{R}} = \tilde{\mathbf{W}} \mathbf{H}$ where $\tilde{\mathbf{W}}_{i,d} = \frac{\mathbf{W}_{i,d}}{\sum_i \mathbf{W}_{i,d}} = \frac{\mathbf{W}_{i,d}}{\|\mathbf{W}_d\|_F}$, they found multiplicative updates for the LS-algorithm which can be extended to the KL-algorithm, see Table 1. In the following analysis we will use $C_{\text{sparse}}(\mathbf{H}) = \|\mathbf{H}\|_1$, i.e., an $L_1$-norm penalty. One attractive property of the $L_1$-norm is that it can function as a proxy for the $L_0$ norm, i.e., can minimize the number of non-zero elements while is does not change the convexity of the cost-function when estimating $\mathbf{H}$ for fixed $\mathbf{W}$ [Donoho, 2006]. Notice, $\frac{\partial C_{\text{sparse}}(\mathbf{H})}{\partial \mathbf{H}} = 1$.

Consider the non-negative Tucker model, i.e $\mathbf{X}$, $\mathbf{G}$ and $\mathbf{A}^{(n)}$ are all non-negative. By ‘matrizicing’ $\mathbf{X}^{I_1 \times I_2 \times \ldots \times I_N}$ into a matrix, i.e., $\mathbf{X}^{(n)}_{I_1 \times I_2 \times \ldots \times I_{n-1} \times I_{n+1} \times \ldots \times I_N}$ the Tucker model can be expressed in matrix notation as [Lathauwer et al., 2000]

$$
\mathbf{X}^{(n)} \approx \mathbf{R}^{(n)} = \mathbf{A}^{(n)} \mathbf{G}^{(n)}(\mathbf{A}^{(N)} \otimes \ldots \otimes \mathbf{A}^{(n+1)} \otimes \mathbf{A}^{(n-1)} \otimes \ldots \otimes \mathbf{A}^{(1)}) = \mathbf{A}^{(n)} \mathbf{Z}^{(n)},
$$

where $\mathbf{Z}^{(n)} = \mathbf{G}^{(n)}(\mathbf{A}^{(N)} \otimes \ldots \otimes \mathbf{A}^{(n+1)} \otimes \mathbf{A}^{(n-1)} \otimes \ldots \otimes \mathbf{A}^{(1)})^T$. As a result, the updates of each of the factors $\mathbf{A}^{(n)}$ follow straightforward from the regular NMF updates by exchanging $\mathbf{W}$ with $\mathbf{A}^{(n)}$ and $\mathbf{H}$ with $\mathbf{Z}^{(n)}$ in the $\mathbf{W}$ update.

By lexicographical indexing of the elements in $\mathcal{X}$ and $\mathcal{G}$, i.e., $\text{vec}(\mathcal{X})$ and $\text{vec}(\mathcal{G})$ the problem of finding the core $\mathcal{G}$ can be formulated in the framework of conventional factor analysis [Kolda, 2006]:

$$
\text{vec}(\mathcal{X}) \approx \text{vec}(\mathcal{R}) = \mathbf{A} \text{vec}(\mathcal{G}),
$$

where $\mathbf{A} = \mathbf{A}^{(1)} \otimes \mathbf{A}^{(2)} \otimes \ldots \otimes \mathbf{A}^{(N)}$. Consequently, the update of $\mathcal{G}$ follows by the regular NMF updates exchanging $\mathbf{W}$ with $\mathbf{A}$ and $\mathbf{H}$ with $\text{vec}(\mathcal{G})$ in the $\mathbf{H}$ update. Finally, this update can be expressed
\( C_{LS}(V, R) = \frac{1}{2} \sum_{ij} (V_{i,j} - R_{i,j})^2 \)
\[
W \leftarrow W \cdot \left( \frac{VH^T}{RH^T} \right), \quad H \leftarrow H \cdot \left( \frac{W^T V}{W^T R} \right)^\alpha
\]
\( C_{KL}(V, R) = \sum_{ij} V_{i,j} \log \frac{V_{i,j}}{R_{i,j}} - V + R_{i,j} \)
\[
W \leftarrow W \cdot \left( \frac{\sum R}{EH^T} \right), \quad H \leftarrow H \cdot \left( \frac{W^T R}{W^T E} \right)^\alpha
\]
\[
C_{SparseLS} = C_{LS}(V, \tilde{R}) + \beta C_{sparse}(H)
\]
\[
W \leftarrow W \cdot \left( \frac{VH^T + \tilde{W} \text{diag}(1 \cdot RH^T \cdot W)}{RH^T + \tilde{W} \text{diag}(1 \cdot VH^T \cdot W)} \right)^\alpha
\]
\[
H \leftarrow H \cdot \left( \frac{\tilde{W}^T V}{\tilde{W}^T R + \beta \frac{\partial C_{sparse}(H)}{\partial H}} \right)^\alpha
\]
\[
C_{SparseKL} = C_{KL}(V, \tilde{R}) + \beta C_{sparse}(H)
\]
\[
W \leftarrow \tilde{W} \cdot \left( \frac{\sum R}{EH^T + \tilde{W} \text{diag}(1 \cdot EH^T \cdot W)} \right)^\alpha
\]
\[
H \leftarrow H \cdot \left( \frac{\tilde{W}^T V}{\tilde{W}^T E + \beta \frac{\partial C_{sparse}(H)}{\partial H}} \right)^\alpha
\]

**Table 1.** The NMF updates (top) and Sparse NMF updates (bottom) for both LS and KL minimization. \( C_{sparse}(H) \) is the function used to penalize the elements in \( H \). While the updates for regular NMF as well as updates where sparseness is given by \( C_{sparse}(H) = \|H\|_1 \) have been proven to converge for \( \alpha = 1 \) the normalization invariant \( W \) update has not been proved convergent, however, in practise they are, and thus the update has been conjectured convergent for \( \alpha = 1 \) Eggert and Körner [2004].

in terms of n-mode multiplication since
\[
A^T vec(\mathcal{X}) = vec(\mathcal{X} \times_1 A^{(1)T} \times_2 A^{(2)T} \times_3 ... \times_N A^{(N)T}).
\]

The algorithms for SN-TUCKER are summarized in Table 2. Here \( \text{diag}(v) \) is a matrix having the vector \( v \) along the diagonal while \( 1 \) and \( E \) is a matrix and a tensor having ones in all indices. In the Sparse SN-TUCKER some modalities can be kept sparse while the rest are normalized. Consequently, each or some of the \( A^{(n)} \) or \( G \),
Algorithm outline for SN-TUCKER based on LS and KL minimization

1. Initialize all $A^{(n)}$ and the core array $G$ for instance by random.

2. For all $n$ do
   
   **LS-minimization:**
   
   $R^{(n)} = A^{(n)} Z^{(n)}$
   
   $A^{(n)} \leftarrow A^{(n)} \cdot \left( \frac{X^{(n)} Z^T_n}{R^{(n)} Z^T_n} \right)^\alpha$
   
   **KL-minimization:**
   
   $R^{(n)} = A^{(n)} Z^{(n)}$
   
   $A^{(n)} \leftarrow A^{(n)} \cdot \left( \frac{X^{(n)}}{R^{(n)}} Z^T_n \right)^\alpha$
   
3. $R = G \times_1 A^{(1)} \times_2 A^{(2)} \times_3 ... \times_N A^{(N)}$

   **LS-minimization:**
   
   $B = \mathcal{A} \times_1 A^{(1)^T} \times_2 A^{(2)^T} \times_3 ... \times_N A^{(N)^T}$
   
   $C = R \times_1 A^{(1)^T} \times_2 A^{(2)^T} \times_3 ... \times_N A^{(N)^T}$
   
   $G \leftarrow G \cdot \left( \frac{B}{C} \right)^\alpha$

   **KL-minimization:**
   
   $D = \mathcal{A} \times_1 A^{(1)^T} \times_2 A^{(2)^T} \times_3 ... \times_N A^{(N)^T}$
   
   $F = \mathcal{E} \times_1 A^{(1)^T} \times_2 A^{(2)^T} \times_3 ... \times_N A^{(N)^T}$
   
   $G \leftarrow G \cdot \left( \frac{F}{D} \right)^\alpha$

4. Repeat from step 2 until some convergence criterion has been satisfied

**Table 2.** Algorithms for SN-TUCKER based on LS and KL minimization. In step 1, we initialized the components by random but such that the amplitude of the randomly generated data covered all potential solutions by the initialization. In step 4, the convergence was defined as a relative change in cost function being less than $10^{-6}$ or when the algorithm had run for 2500 iterations.

Table 2 updates are given when sparsifying or normalizing a given modality. Here $\|G\|_F = \sqrt{\sum_{j_1, j_2, ..., j_N} G_{j_1, j_2, ..., j_N}^2}$ that is $\|\cdot\|_F$ is the regular Frobenious norm for matrices and tensors, respectively, as defined in [Kolda, 2006] while $\|G\|_1 = \sum_{j_1, j_2, ..., j_N} G_{j_1, j_2, ..., j_N}$. When normalizing, each of the updated $A^{(n)}$’s should be normalized after the update, i.e., $\widetilde{A}_{in,d} = \frac{A_{in,d}}{\|A_d\|_F}$
while the core is normalized by \( \tilde{G} = \frac{G}{\|G\|} \). Notice,

\[
\begin{align*}
\text{Normalized } & \quad \tilde{A}^{(n)} \cdot \begin{pmatrix}
\frac{X(n)Z^T(n) + \tilde{A}^{(n)} \text{diag}(1) R(n)}{R(n)Z^T(n) + \tilde{A}^{(n)} \text{diag}(1)} \\
\frac{X(n)Z^T(n) + \tilde{A}^{(n)} \text{diag}(1) E Z(n)}{E Z^T(n) + \tilde{A}^{(n)} \text{diag}(1)}
\end{pmatrix}
\end{align*}
\]

\[
\begin{align*}
\text{Sparse } & \quad A^{(n)} \cdot \begin{pmatrix}
\frac{X(n)Z^T(n)}{R(n)} \\
\frac{X(n)}{E Z^T(n)}
\end{pmatrix}
\end{align*}
\]

<table>
<thead>
<tr>
<th></th>
<th>Normalized</th>
<th>Sparse</th>
</tr>
</thead>
<tbody>
<tr>
<td>LS</td>
<td>( \tilde{A}^{(n)} )</td>
<td>( A^{(n)} )</td>
</tr>
<tr>
<td>KL</td>
<td>( \tilde{A}^{(n)} )</td>
<td>( A^{(n)} )</td>
</tr>
</tbody>
</table>

\[C_{LS}(X(1), R(1)) = ... = C_{LS}(X(N), R(N)) = C_{LS}(vec(\mathcal{X}), A vec(\mathcal{G}))\]

\[C_{KL}(X(1), R(1)) = ... = C_{KL}(X(N), R(N)) = C_{KL}(vec(\mathcal{X}), A vec(\mathcal{G}))\]

Each of the updates above minimize the same cost function. As a result, the convergence of the algorithms for SN-TUCKER without sparseness for \( \alpha = 1 \) follow straightforward from the convergence of the regular NMF updates given in [Lee and Seung, 2000] as the estimation takes the form of a sequence of regular factor analysis problems minimizing the same cost function. However, no such proof exists for updates for normalized variables [Eggert and Körner, 2004]. Although extensively tested we never experienced any lack of convergence of the updates above for the normalized variables for \( \alpha = 1 \). Had the updates diverged \( \alpha \) could have been tuned to ensure convergence.

The proposed algorithms for SN-TUCKER are based on multiplicative updates and in summary have the following benefits

- The developed algorithms can reduce ambiguities of the non-negative decompositions by imposing sparseness in any combination of modalities.
- The non-negativity ensures that no cancellation is allowed and that the representations becomes part based [Lee and Seung, 1999]. This also often leads to clustering of the data [Ding et al., 2005].

- Overcomplete representations can be handled, for instance the core tensor can for some modalities be much larger than the original data tensor, while sparsity can help to avoid an overfit of the data.

- The updates can easily be adapted to consider only the non-zero elements in $X$ reducing computational complexity for highly sparse data.

- The updates can enforce specific prior structure in the core or the loadings. For instance the core or some of the core elements can be fixed to implement known interactions in the model simply by omitting the updates for these specific elements.

- Missing data is often a problem, however missing values can be handled by introducing an indicator tensor $Q$ of same size as $V$ having ones where data is present and zeros where missing as demonstrated for regular NMF in [Zhang et al., 2006]. Replacing $X$ by $Q \cdot X(n)$, $R$ with $Q \cdot R$ and $E$ with $Q$ in the updates above the influence of missing values are completely removed in the model estimation.

- Each iteration of the SN-TUCKER is $O(I_1 I_2 \cdots I_N J_1 J_2 \cdots J_N)$, i.e., grows linearly with the product of the size of $X$ and $G$ making the cost per iteration relatively limited compared to existing algorithms for non-negative TUCKER decomposition. Alternative algorithms, e.g., require an iterative check of the violation of non-negativity [Bro and Andersson, 2000; Bro and Jong, 1997].

A drawback compared to the algorithm for non-negative constrained optimization such as [Bro and Jong, 1997] is that convergence can be slow, especially for small values of the regularization parameters $\beta$. Although the estimation of each variable in turn is a convex optimization problem, alternatingly solving for the components of the
various modalities is a non-convex problem. Thus, just as for regular NMF the SN-TUCKER is prone to local minima. To speed up the convergence, we have used overrelaxed bound optimization as proposed for regular NMF in Salakhutdinov et al. [2003].

Finally, we note that if we force the core to be the identity tensor the algorithm reduces to the algorithm for non-negative PARAFAC also named Positive Tensor Factorization (PTF) proposed in [Welling and Weber, 2001].

3 Results and Discussion

In the following Standard Tucker will denote the algorithm for Tucker estimation provided by the N-way toolbox Bro and Andersson [2000] while HOSVD corresponds to the Tucker algorithm described in Lathauwer et al. [2000]. Furthermore, convergence will be defined here as a relative change in cost function being less than $10^{-6}$ or when the algorithm has run for 2500 iterations.

The algorithms were first tested on a synthetic data set consisting of 5 images of logical operators mixed through two modalities. The data was generated such that a perfect non-negative decomposition was ambiguously defined. The result of the decomposition of the synthetic data can be seen in Figure 1. While the SN-TUCKER KL and LS algorithm near perfectly identifies all components the corresponding non-negative PARAFAC decomposition, with its diagonal restriction on the core, fails in identifying the components. For the PARAFAC model the true interactions between the components of the various modalities cannot be accounted for. The Standard Tucker algorithm provided by the N-way toolbox also failed in estimating the correct components as non-negativity of the core in the current implementation of the toolbox was not implemented. Thus, if the core is not constrained although the interactions (core-elements) are non-negative the decomposition results in an erroneous decomposition of the data. Namely, a pattern results with significant cancellation effects in the core that account for the data in a random way. Thus, even though the correct model has both non-negative loadings and interactions an unconstrained core will resort to cancellation effect in order to account for the data which hampers the interpretability of the model.
Figure 1. Examples of results obtained when analyzing a synthetic data set generated from a Tucker 5-5-5 model. **Top left panel:** The true components generating the synthetic data. **Top middle panel:** Components obtained by the SN-TUCKER algorithm based on KL. **Top right panel:** Components obtained by the SN-TUCKER algorithm based on LS. **Bottom left panel:** Components obtained by the corresponding non-negative PARAFAC model based on KL. **Bottom middle panel:** Components obtained by the corresponding non-negative PARAFAC model based on LS. **Bottom right panel:** Components obtained by the Standard Tucker algorithm provided by the N-way toolbox (which is based on least squares minimization) allowing for the loadings to be constrained non-negative but keeping the core unconstrained. All decompositions except the PARAFAC decomposition accounts for more than 99.99% of the variance.
The algorithms were next tested on a data set containing the inter trial phase coherence (ITPC) obtained from wavelet transformed electroencephalographic (EEG) data. This data set has previously been analyzed using non-negative PARAFAC and a detailed description of the data set can be found in [Mørup et al., 2006]. Briefly stated it consist of 14 subject recorded during a proprioceptive stimuli consisting of a weight change of left hand during odd trials and right hand during even trials giving a total of $14 \cdot 2 = 28$ trials. Consequently, the data has the following form $X_{\text{Channel} \times \text{Time} \times \text{Frequency} \times \text{Trials}}^{\text{ITPC value}}$. The results of a Tucker 3-3-3 model can be seen in Figure 2 while an evaluation of the uniqueness of the decompositions is given in Table 4. Clearly, the SN-TUCKER model approaches the non-negative PARAFAC model as sparseness is imposed on the Core, see Figure 2. While the SN-TUCKER accounts for 49.3 % of the variance, the sparse SN-TUCKER accounts for 49.11 % of the variance whereas the non-negative PARAFAC model accounts for 48.9 % of the variance. Finally, the HOSVD accounts for 58.9 % of the variance while the two Standard Tucker decompositions both accounts for around 60 % of the variance. The decompositions constrained to be fully non-negative are easier to interpret compared to the HOSVD and decompositions based on Standard Tucker. The sparse SN-TUCKER and the PARAFAC decompositions are very similar both indicating a right sided and left sided activity in the first two components primarily during odd and even trials, respectively, corresponding to an activity contralateral to the stimulus side. The left and right sided activity represents information processing in the somatosensory and motor cortex situated in the parietal region of the brain contralateral to the stimulus side such that left hand is represented in the right hemisphere and vice versa for the right hand, see also [Mørup et al., 2006] for additional interpretation.

Since sparseness imposed on the core resulted in a decomposition resembling the corresponding PARAFAC decomposition we conclude that the PARAFAC rather than the full Tucker model can be considered a reasonable model to the data. Consequently, the Tucker model with sparsity imposed on the core can help to decide whether a PARAFAC or a Tucker model is the most appropriate model for a data set. Although, the decompositions obtained by the HOSVD and the standard Tucker procedure in the N-way toolbox accounts
for more variance since cancellation of factors are allowed, the decompositions are again harder to interpret. While the last factor in the trial modality clearly differentiates between left and right side stimulation and the second and third scalp components differentiates between frontal parietal and left right activity the interpretation of the interactions between these components are difficult to resolve from the complex pattern of interaction given by the cores. Consequently, although the SN-TUCKER model accounts for slightly less of the variance it is from an interpretation point of view more attractive. The SN-TUCKER is given for the LS minimization since this is the cost function the HOSVD and the Standard Tucker are based on.

<table>
<thead>
<tr>
<th>Channel</th>
<th>Channel</th>
<th>Channel</th>
<th>Channel</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1 : 0.741±0.2990</td>
<td>F1 : 0.946±0.0471</td>
<td>F1 : 1.000±0.000</td>
<td>F1 : 1.000±0.000</td>
</tr>
<tr>
<td>(0.374±0.1352)</td>
<td>(0.342±0.0949)</td>
<td>(0.381±0.1400)</td>
<td>(0.342±0.1345)</td>
</tr>
<tr>
<td>F2 : 0.845±0.1032</td>
<td>F2 : 0.945±0.0541</td>
<td>F2 : 1.000±0.000</td>
<td>F2 : 1.000±0.000</td>
</tr>
<tr>
<td>(0.332±0.0697)</td>
<td>(0.393±0.1072)</td>
<td>(0.363±0.1631)</td>
<td>(0.363±0.1631)</td>
</tr>
<tr>
<td>F3 : 0.840±0.0945</td>
<td>F3 : 0.959±0.0381</td>
<td>F3 : 1.000±0.000</td>
<td>F3 : 1.000±0.000</td>
</tr>
<tr>
<td>(0.397±0.0814)</td>
<td>(0.366±0.1116)</td>
<td>(0.341±0.1072)</td>
<td>(0.341±0.1072)</td>
</tr>
<tr>
<td>Time – Frequency</td>
<td>Time – Frequency</td>
<td>Time – Frequency</td>
<td>Time – Frequency</td>
</tr>
<tr>
<td>F1 : 0.909±0.1937</td>
<td>F1 : 0.975±0.0212</td>
<td>F1 : 1.000±0.000</td>
<td>F1 : 1.000±0.000</td>
</tr>
<tr>
<td>(0.317±0.0687)</td>
<td>(0.311±0.0378)</td>
<td>(0.281±0.0380)</td>
<td>(0.281±0.0380)</td>
</tr>
<tr>
<td>F2 : 0.931±0.0716</td>
<td>F2 : 0.928±0.1254</td>
<td>F2 : 1.000±0.000</td>
<td>F2 : 1.000±0.000</td>
</tr>
<tr>
<td>(0.307±0.0674)</td>
<td>(0.310±0.0378)</td>
<td>(0.325±0.0661)</td>
<td>(0.325±0.0661)</td>
</tr>
<tr>
<td>F3 : 0.931±0.0729</td>
<td>F3 : 0.936±0.1312</td>
<td>F3 : 1.000±0.000</td>
<td>F3 : 1.000±0.000</td>
</tr>
<tr>
<td>(0.312±0.0651)</td>
<td>(0.327±0.0444)</td>
<td>(0.332±0.0555)</td>
<td>(0.332±0.0555)</td>
</tr>
<tr>
<td>Explained variance</td>
<td>Explained variance</td>
<td>Explained variance</td>
<td>Explained variance</td>
</tr>
<tr>
<td>0.491±0.0027</td>
<td>0.490±0.0017</td>
<td>0.369±0.0000</td>
<td>0.260±0.0000</td>
</tr>
</tbody>
</table>

Table 4. Mean correlation between the factors of 10 runs (stopped after 250 iterations) with sparseness imposed on the core array ranging from 0 to 100 here given for LS (range of data [0; 0.4]). In parenthesis are the correlations obtained by random (estimated by permuting the indices of the factors and calculating their correlation). Clearly imposing sparseness improves uniqueness (correlation between each decomposition) however if the sparseness imposed on the core is too strong all factors becomes identical only capturing the mean activity while the core is arbitrary due to the identical factors). The KL algorithm gave similar results.
From Table 4 we learn that each unconstrained SN-TUCKER decomposition is only inter-run correlated by about 70-90%. However, when imposing sparseness on the core a more unique decomposition was indeed achieved hence a correlation well above 90% between the components of the factors and core of the 10 decompositions while only slightly affecting the explained variance. However, by further increasing sparseness on the Core a new biased type of solution emerged in which a mean activity is represented in all the components. Consequently, the factors were all perfectly correlated to each other while the core could be arbitrarily chosen as long as the sum of the core elements remained the same leading to a high variant core and a useless decomposition.

Finally, the algorithms were tested on a data set of $X^{\text{Spectra} \times \text{Time} \times \text{Batch}}_{\text{Strength}}$ obtained from a flow injection analysis (FIA) system, see [Nørgaard and Ridder, 1994; Smilde et al., 1999]. The data set has been analyzed through various supervised models using among other the prior knowledge of the concentration in each batch [Nørgaard and Ridder, 1994; Smilde et al., 1999]. However, here we employ a sparse SN-TUCKER to see if this algorithm can capture the underlying structure in the data unsupervised. Sparseness was imposed on both the core and batch modality ($\beta = 0.5$, range of data $[0;0.637]$). The results of the sparse Tucker 6-6-6 decomposition are given in Figure 3.

From the analysis of the FIA data a highly consistent decomposition resulted when imposing sparseness on the core and batch modality, see Table 5. Here, the model captured the known true concentrations in the batch quite well while forming a sparse core also improved the interpretability of the components since less interactions were included, see Figure 3. Consequently, imposing sparseness can turn off excess factors, hence, assist model selection also capturing the true loadings as presently demonstrated by the decompositions ability to well estimate the known mixing profiles of the batches. Neither the decompositions without sparsity nor the Tucker procedure given in N-way toolbox allowing for negative core elements were as consistent nor were they able to capture well the true mixing. Furthermore, the corresponding 6 component non-negative PARAFAC decomposition was not able to identify the correct mixing as the model was inadequate for the data. Instead it seems that
Table 5. Mean correlation of 10 decompositions of the FIA dataset for SN-TUCKER with and without sparseness as well as the Standard Tucker method and non-negative PARAFAC decomposition. In parenthesis are the correlations obtained by random (estimated by permutating the indices of the factors and calculating their correlation). Clearly, imposing sparseness improves component identification and reduce decomposition ambiguity while not hampering the models ability to account for the data. Correlation between estimated and true mixing is taken as the mean of the maximum correlation between each estimated component and the true components.

<table>
<thead>
<tr>
<th></th>
<th>SN-TUCKER ($\beta = 0$)</th>
<th>SN-TUCKER ($\beta = 0.5$)</th>
<th>Standard Tucker</th>
<th>PARAFAC</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean correlation</td>
<td>0.9995 ± $10^{-5}$</td>
<td>0.9972 ± $10^{-7}$</td>
<td>0.9997 ± $2.20^{-7}$</td>
<td>0.9999 ± $4.70^{-7}$</td>
</tr>
<tr>
<td>cores and loadings</td>
<td>(0.9372 ± 0.1617)</td>
<td>(0.4608 ± 0.0836)</td>
<td>(0.3735 ± 0.1520)</td>
<td>(0.4087 ± 0.1672)</td>
</tr>
<tr>
<td>mean correlation</td>
<td>0.7584 ± 0.1400</td>
<td>0.9550 ± 0.0648</td>
<td>0.5478 ± 0.0870</td>
<td>0.9391 ± 0.1032</td>
</tr>
<tr>
<td>(est. and true mixing)</td>
<td>(0.9384 ± 0.1679)</td>
<td>(0.3288 ± 0.1863)</td>
<td>(0.2387 ± 0.1563)</td>
<td>(0.2648 ± 0.1814)</td>
</tr>
<tr>
<td>explained variance</td>
<td>0.9995 ± $10^{-5}$</td>
<td>0.9972 ± $10^{-7}$</td>
<td>0.9997 ± $2.20^{-7}$</td>
<td>0.9999 ± $4.70^{-7}$</td>
</tr>
</tbody>
</table>

component 1 of the mixing matrix of the SN-TUCKER somewhat has been split into component 2 and 4, component 2 into 5 and 6 and component 3 into component 1 and 3 of the PARAFAC decomposition. Thus, the PARAFAC model is due to the restricted core forced to split the components of one mode that are shared by several components in another mode into duplicates of the same components. That the mixing components are duplicated in the PARAFAC decomposition can also be seen from the relative high correlation of the PARAFAC model to the true mixing as given in table 5. Thus, the SN-TUCKER model yield a more compact representation than the corresponding PARAFAC decomposition while imposing sparseness enables to capture the true structure in the data in a completely unsupervised manner, rather than resorting to supervised approaches as previously done [Nørgaard and Ridderv, 1994; Smilde et al., 1999].

By forcing the structure of the core to be the identity tensor, the SN-TUCKER algorithm becomes an algorithm for the estimation of the PARAFAC model. Although, the PARAFAC model in general is unique under mild conditions [Kruskal, 1977], the PARAFAC model constrained to non-negativity is not in general unique [Lim and Golub, 2006]. Thus, imposing sparseness as presently proposed can also be used to alleviate the non-uniqueness of non-negative PARAFAC decompositions. The proposed SN-TUCKER has two
drawbacks. Estimating a good value of $\beta$ is not obvious. Presently, we examined a few different values of $\beta$. Future work should investigate methods that more systematically estimate the $\beta$ parameters such as approaches based on the L-curve [Hansen, 1992; Lawson and Hanson, 1974], generalized cross-validation [Golub et al., 1979] or Bayesian learning [Hansen et al., 2006]. Other approaches of tuning $\beta$ have been to constrain the decompositions to give specific degree of sparseness [Hoyer, 2004; Heiler and Schnörr, 2006]. However, it is still not clear what degree of sparseness is desirable and as such the problem of choosing the regularization parameter $\beta$ becomes the restated problem of choosing the correct sparsity degree. That is, there is a correspondence between sparsity degree as measured by \[
\frac{1}{\sqrt{n_1 n_2 \ldots n_N}} \left( \sqrt{n_1 n_2} - \frac{\|A^{(n)}\|_1}{\|A^{(n)}\|_2} \right)\] and the value of $\beta$. Furthermore, while NMF and non-negative PARAFAC normally needs in the order of 100 iterations to get good solutions, to our experience the SN-TUCKER needs in the order of 1000 iterations, i.e., considerably more. The SN-TUCKER method was in general much slower than the HOSVD which has a closed form solution solving N eigenvalue problems. The decomposition was also considerably slower than the Standard Tucker method provided by the N-way toolbox and the non-negative PARAFAC proposed in [Welling and Weber, 2001]. However, for both the HOSVD as well as Standard Tucker the core can be directly calculated from pseudo-inverses of the loading matrices, i.e., as

\[
G = \mathcal{X} \times_1 A^{(1)}^\dagger \times_2 A^{(2)}^\dagger \times_3 \ldots \times_N A^{(N)}^\dagger.
\] (6)

While for the non-negative PARAFAC no core is estimated. Thus, we also compared the present SN-TUCKER algorithm to an iterative procedure for fully non-negative Tucker (including non-negative core), extending the Standard Tucker algorithm provided by the N-way toolbox to include non-negative core updates based on the active set algorithm given in [Bro and Jong, 1997]. This significantly slowed down the algorithm making it comparable in time-usage to the SN-TUCKER algorithms we have proposed here. As a result, the SN-TUCKER model is considerably slower than Standard Tucker and non-negative PARAFAC due to the core update. Thus, future work should investigate how the convergence rate can be improved.
when a closed form solution for the core no longer exists due to the non-negativity constraints.

4 Conclusion

We proposed two new sparse non-negative Tucker (SN-TUCKER) algorithms. Evidence was presented that SN-TUCKER yields a parts based representation as have been seen in NMF for 2-way data. Hence, a ‘simpler’, more interpretable decomposition than the decompositions obtained by current Tucker algorithms such as the HOSVD and the Standard Tucker algorithm provided by the N-way toolbox. Furthermore, imposing constraints of sparseness helped reduce ambiguities in the decomposition and turned off excess components, hence helped model selection and component identification. The analysis of the wavelet transformed EEG-data demonstrated how sparseness reduced ambiguities and can further be used to identify the adequacy of the PARAFAC model over the Tucker model. Whereas, the SN-TUCKER analysis of the FIA data demonstrated how sparseness not only improve uniqueness of the decompositions but is also able to turn off excess components such that the true loadings could be identified unsupervised and a more compact representation given than the representation obtained from the corresponding PARAFAC model. The algorithms presented can be downloaded from [Mørup, 2007].
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Figure 2. Analysis of the ITPC data of EEG consisting of 14 subjects undergoing weight change of left hand during odd trials and right hand during even trials. **Top left panel:** Example of result obtained when analyzing the data using SN-TUCKER. **Top middle panel:** Result when imposing sparseness on the core ($\beta = 1$, range of data [0;0.4]). **Top right panel:** The results obtained from the PARAFAC model corresponding to a fixed Core having ones along the diagonal. **Bottom left panel:** The results obtained using HOSVD. **Bottom middle panel:** Results obtained using the Standard Tucker procedure provided by the N-way toolbox without constraints. **Bottom right panel:** Results obtained using Standard Tucker imposing non-negativity on all the loadings.
Figure 3. The result obtained analyzing the FIA data by a Tucker 6-6-6 model. **Top panel:** SN-TUCKER based on LS with sparsity on the Core and mixing modality, ($\beta = 0.5$ range of data $[0; 0.637]$). **Upper middle panel:** Example of result obtained by a SN-TUCKER with no sparsity imposed. **Lower middle panel:** Example of decomposition obtained using the Standard Tucker procedure provided by the N-way toolbox imposing non-negativity on the loadings. The SN-TUCKER presently used LS minimization since this is the cost function the Standard Tucker also minimizes. **Bottom panel:** Result obtained from the corresponding 6 component non-negative PARAFAC decomposition.