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Summary

The main focuses in this thesis are on blind separation of acoustic signals and
on a speech enhancement by time-frequency masking.

As a part of the thesis, an exhaustive review on existing techniques for blind
separation of convolutive acoustic mixtures is provided.

A new algorithm is proposed for separation of acoustic signals, where the number
of sources in the mixtures exceeds the number of sensors. In order to segregate
the sources from the mixtures, this method iteratively combines two techniques:
Blind source separation by independent component analysis (ICA) and time-
frequency masking. The proposed algorithm has been applied for separation
of speech signals as well as stereo music signals. The proposed method uses
recordings from two closely-spaced microphones, similar to the microphones
used in hearing aids.

Besides that, a source separation method known as gradient flow beamforming
has been extended in order to cope with convolutive audio mixtures. This
method also requires recordings from closely-spaced microphones.

Also a theoretical result concerning the convergence in gradient descent inde-
pendent component analysis algorithms is provided in the thesis.
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Resumé

I denne afhandling fokuseres hovedsagligt p̊a blind kildeseparation af lydsignaler
samt taleforbedring ved brug af tids-frekvensmaskering.

En grundig gennemgang af eksisterende teknikker til blind adskillelse af filtre-
rede akustiske signaler er præsenteret som en del af afhandlingen.

En ny algoritme til adskillelse af lydsignaler er foresl̊aet, hvor antallet af kilder er
større end antallet af mikrofoner. Til separation af kilder anvendes to teknikker:
Blind kildeseparation ved hjælp af independent component analysis (ICA) og
tids-frekvensmaskering. Metoden har været anvendt til adskillelse af talesig-
naler og stereo musiksignaler. Den foresl̊aede metode anvender optagelser fra
to tætsiddende mikrofoner, magen til dem der anvendes i høreapparater.

Ud over dette, er en kildeseparationsmetode kendt som gradient flow beam-
forming udvidet, s̊a metoden kan separere filtrerede lydsignaler. Denne metode
kræver ligeledes tætsiddende mikrofoner.

Et teoretisk resultat, der omhandler konvergens af gradientnedstigning i ICA
algoritmer, er ligeledes givet i denne afhandling.
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Preface

This thesis was prepared at the Intelligent Signal Processing group at the Infor-
matics Mathematical Modelling, the Technical University of Denmark in partial
fulfillment of the requirements for acquiring the Ph.D. degree in engineering.

The thesis deals with techniques for blind separation of acoustic sources. The
main focus is on separation of sources recorded at microphone arrays small
enough to fit in a single hearing aid.

The thesis consists of a summary report and a collection of seven research papers
written during the period June 2003 – May 2006, and published elsewhere. The
contributions in this thesis are primarily in the research papers, while the main
text for the most part can be regarded as background for the research papers.

This project was funded by the Oticon foundation.
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São Lúıs, Brazil, September 2004.

[B] Michael Syskind Pedersen, Jan Larsen, and Ulrik Kjems.
On the Difference Between Updating The Mixing Matrix and Updating the
Separation Matrix. Proceedings of International Conference on Acoustics,
Speech, and Signal Processing (ICASSP). vol. V pp. 297–300, Philadel-
phia, PA, USA. March 2005.

[C] Michael Syskind Pedersen, DeLiang Wang, Jan Larsen, and Ulrik Kjems.
Overcomplete Blind Source Separation by Combining ICA and Binary
Time-Frequency Masking. Proceedings of IEEE Signal Processing Society
Workshop (MLSP). pp. 15–20, Mystic, CT, USA. September 2005.

[D] Michael Syskind Pedersen, Tue Lehn-Schiøler, and Jan Larsen.
BLUES from Music: BLind Underdetermined Extraction of Sources from
Music. Proceedings of Independent Component Analysis, and Blind Signal
Separation Workshop (ICA). pp. 392–399, Charleston, SC, USA. March
2006.

[E] Michael Syskind Pedersen, DeLiang Wang, Jan Larsen, and Ulrik Kjems.
Separating Underdetermined Convolutive Speech Mixtures. Proceedings of
Independent Component Analysis, and Blind Signal Separation Workshop
(ICA). pp. 674–681, Charleston, SC, USA. March 2006.

[F] Michael Syskind Pedersen, DeLiang Wang, Jan Larsen, and Ulrik Kjems.
Two-Microphone Separation of Speech Mixtures. IEEE Transactions on
Neural Networks. April 2006. Submitted.



viii Papers Included in the Thesis

[G] Michael Syskind Pedersen, Jan Larsen, Ulrik Kjems, and Lucas Parra.
A Survey of Convolutive Blind Source Separation Methods. To appear as
Chapter in Jacob Benesty, Yiteng (Arden) Huang, and M. Mohan Sondhi,
editors, Springer Handbook on Speech Processing and Speech Communica-
tion. 2006. Preliminary version.

Other Publications

The appendices contain the papers above, which have been written during the
past three years. Three other publications written during the past three years
are not included as a part of this thesis:

[[70]] Michael Syskind Pedersen, Lars Kai Hansen, Ulrik Kjems, and Karsten Bo
Rasmussen. Semi-Blind Source Separation Using Head.Related Transfer
Functions. Proceedings of International Conference on Acoustics, Speech,
and Signal Processing (ICASSP). vol. V pp. 713–716, Montreal, Canada.
May 2004.

[[69]] Michael Syskind Pedersen. Matricks. Technical Report. IMM, DTU.
2005.

[[74]] Kaare Brandt Petersen and Michael Syskind Pedersen The Matrix Cook-
book. Online Manual. 2006.

The work in [70] was mainly done during my Master’s Thesis.

The work in [74] is an on-line collection of useful equations in matrix alge-
bra called The Matrix Cookbook. This is joint work with Kaare Brandt Pe-
tersen, and we frequently update this paper with new equations and formulas.
The most recent version of this manual can be found at http://2302.dk/uni/
matrixcookbook.html.

The work in [69] also contains useful matrix algebra. This work was merged
into The Matrix Cookbook.

http://2302.dk/uni/matrixcookbook.html
http://2302.dk/uni/matrixcookbook.html


Acknowledgements

I would like to thank my two supervisors Jan Larsen and Ulrik Kjems for excel-
lent supervision. I would also like to thank the Oticon foundation for funding
this project and Professor Lars Kai Hansen for suggesting me to do a Ph.D. I
would also like to thank my colleagues at Oticon as well as my colleagues at
the Intelligent Signal Processing (ISP) group at IMM, DTU for interesting con-
versations and discussions. It has been a pleasure to work with all these nice
people.

A special thank goes to Professor DeLiang Wang whom I was visiting at The
Ohio State University (OSU) during the first six months of 2005. I would also
like to thank the people at Perception and Neurodynamics Laboratory at OSU
for making my visit very pleasant.

Thanks to Malene Schlaikjer for reading my manuscript and for useful com-
ments. I would also like to acknowledge all the other people who have assisted
me through the project.



x



Contents

Summary i

Resumé iii
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Chapter 1

Introduction

Many activities in human daily live involve processing of audio information.
Much information about the surroundings is obtained through the perceived
acoustic signal. Also much interaction between people occurs through audio
communication, and the ability to listen and process sound is essential in order
to take part of conversations with other people.

As humans become older, the ability to hear sounds degrades. Not only do
weak sounds disappear, the time and frequency selectivity degrade too. Hereby,
hearing impaired loose their ability to track sounds in noisy environments and
thus the ability follow conversations.

One of the most challenging environments for human listeners to cope with is
when multiple speakers are talking simultaneously. This problem is often re-
ferred to as the cocktail-party problem [29, 44], because in such a scenery, differ-
ent conversations occur simultaneously and independent of each other. Humans
with normal hearing actually perform remarkably well in such situations. Even
in very noisy environments, they are able to track the sound of a single speaker
among multiple speakers.

In order to cope with hearing impairment, hearing aids can assist people. One of
the objectives of hearing aids is to improve the speech intelligibility and thereby
help people to follow conversations better. One of the methods to improve the
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intelligibility in difficult environments is to enhance the desired audio signal
(often speech) and to suppress the background noise.

Today, different methods exist in order to enhance speech, and hereby increase
the intelligibility in noisy environments [13]. Speech enhancement techniques
can either be based on a single microphone recording or multi-microphone
recordings. In speech enhancement methods, a desired speech signal is present
in noise. The desired signal can be enhanced by either amplifying the speech
signal or by suppressing the noise [13, 38, 24, 41].

In the following sections a more detailed discussion of the challenges in hearing
and hearing aids will be given as well as a brief introduction to multi-microphone
speech enhancement techniques which are considered in this thesis. This is
presented in order to create the basis for the subsequent chapters.

1.1 Hearing and Hearing Aids

In order to understand hearing loss, it is important to have some basic knowledge
about the human ear. In this section, the anatomy of the ear is introduced.
Important concepts related to hearing is introduced and causes for hearing loss
are reviewed. A simple introduction to the hearing aid is provided as well.

1.1.1 The Human Ear

The human ear can be divided into three parts: The outer ear, the middle ear,
and the inner ear. An illustration of the ear is given in Figure 1.1. The outer
ear is the visible part of the ear. It consists of the pinna and the auditory canal
(meatus). Between the outer ear and middle ear is the eardrum (tympanic
membrane) located. The eardrum is very sensitive to changes in air pressure.
Sound waves cause the eardrum to vibrate. The middle ear is on the other
side of the eardrum. The middle ear consists of a cavity (the tympanic cavity),
and the three bones, the hammer, the anvil and the stirrup. The three bones
transfer the sound waves from the eardrum to movements in the fluid inside the
cochlea in the inner ear. In the cochlea, the sound waves are transformed into
electrical impulses. The basilar membrane is located inside the cochlea. Inside
the basilar membrane, hair cells are found. The hair cells can be divided into
two groups: inner and outer hair cells. The inner hail cells mainly signal the
movements of the cochlea to the brain. The outer hair cells mainly amplify the
traveling wave in the cochlea. Depending on the frequency of the sound wave,
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Figure 1.1: The ear can be divided into three parts, the outer ear, the middle
ear, and the inner ear. Sound waves cause the eardrum to vibrate. In the middle
ear, the hammer, the anvil, and the stirrup transfer the vibrations from the air
into movements of the fluid inside the cochlea in the inner ear. In the cochlea,
the movements are transferred into neural activity.

certain places in the basilar membrane are excited. This causes neural activity
of certain hair cells. All together, there are about 12000 outer hair cells and
3500 hair cells [62].

1.1.2 Sound Level and Frequency Range

Sound waves occur due to changes in air pressure. The ear is very sensitive to
changes in air pressure. Often the sound level is described in terms of intensity,
which is the energy transmitted per second. The sound intensity is measured
in terms of a reference intensity, I0. The sound intensity ratio given in decibels
(dB) is given as [62]

number of dB = 10 log10(I/I0). (1.1)

The reference intensity, with a sound pressure level (SPL) of 0 dB corresponds to
a sound pressure of 20 µPa or 10−12 W/m2. Humans can detect sound intensity
ratios from about 0 dB SPL (with two ears and a sound stimuli of 1000 Hz) up
to about 140 dB SPL. This corresponds to amplitudes with ratios that can vary
by a factor of 107.

The minimum thresholds where sounds can be detected depend on the frequency
and whether the sound is detected by use of one or two ears. This is illustrated
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Figure 1.2: The minimum detectable sound as a function of the frequency. The
figure shows both the minimum audible pressure (MAP) for monaural listening
and the minimum audible field (MAF) for binaural listening. The MAP is the
sound pressure measured by a small probe inside the ear canal. The MAF is
the pressure measured at a point which was occupied by the listeners head. The
figure is obtained from Moore (2003) [62, p. 56].

in Figure 1.2. As it can be seen, the frequency range for when sounds are audible
goes from about 20 Hz up to about 20 kHz. It is important to notice that the
minimum audible level also strongly varies with the frequency.

1.1.3 Hearing Impairment

Hearing loss can be divided into two types: Sensorineural loss and conductive
loss. The sensorineural hearing loss is the most common type of hearing loss.
The sensorineural loss is often caused by a defect in the cochlea (cochlea loss),
but a sensorineural loss can also be caused by defects in higher levels in the
auditory system such as the auditory nerve [62]. Defects in the cochlea is often
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due to the loss of hair cells. The loss of hair cells reduces the neural activity.
Hereby a hearing impaired experiences:

Reduced ability to hear sounds at low levels The absolute threshold, where
sounds can be detected, is increased.

Reduced frequency selectivity The discrimination between sounds at dif-
ferent frequencies is decreased.

Reduced temporal processing The discrimination between successive sounds
is decreased.

Reduced binaural processing The ability to combine information from the
sounds received at the two ears is reduced.

Loudness recruitment Loudness recruitment means that the perceived loud-
ness grows more rapidly than for a normal listener. This is illustrated in
Figure 1.3.

All these different factors result in a reduced speech intelligibility for the person
with a cochlear hearing loss, especially in noisy environments.

In a conductive hearing loss, the cochlea is typically not damaged. Here, the
conduction in between the incoming sound and the cochlea is diminished. This
decreased conduction can be caused by many factors:

Earwax If the auditory canal is closed by earwax, the sound is attenuated.

Disruptions in the middle ear If some of the three bones in the middle are
disconnected, it may result in a conductive loss.

Otosclerosis Tissue growth on the stirrup may result in a conductive loss.

Otitis media Fluid in the middle ear causes a conductive loss.

1.1.4 Hearing Aids

An example of a (simplified) hearing aid is shown in Figure 1.4. The hearing loss
is compensated by a frequency-dependent gain. Due to the loudness recruitment,
the hearing aid has to amplify the sounds with a small amplitude more than
the sounds with a higher amplitude. This reduction of the dynamic range is
called compression. Depending on the type of hearing loss, many types of gain
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Figure 1.3: Loudness recruitment. For a normal listener, the perceived loudness
level approximately corresponds to the stimuli level. For a hearing impaired with
a cochlear hearing loss, the perceived loudness grows much more rapidly. The
dynamic range of a hearing impaired is thus reduced.

strategies that compensate for the hearing loss exist. These different types are
called rationales.

Before the compensation of the hearing loss, some audio pre-processing may
be applied to the recorded acoustic signals. The purpose of this pre-processing
step is to enhance the desired signal as much as possible before the compression
algorithm compensates for the hearing loss. The audio pre-processing can be
multi-microphone enhancement, that amplifies signals from certain directions.
These techniques are known as beamforming. The pre-processing can also be
based on a single microphone, here the enhancement/noise reduction is not
based on the arrival direction of the sounds, but the enhancement relies more
on the properties of the desired signal and the property of the unwanted noise.

In hearing aids, the signals have to be processed with as little delay as possible.
If the audio signal is delayed too much compared to what the listener is seeing,
the listener may not be able to fully combine the sound with vision, and the
listener may loose the additional benefit from lip-reading. If the delay is e.g.
more than 250 ms, most people find it difficult to carry on normal conversations
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Figure 1.4: In a hearing aid, the damaged cochlea is compensated by a
frequency-dependent gain and a compression algorithm. In order to enhance
the desired audio signal, a pre-processing step is applied in the hearing aid.
This enhancement may consist of a beamformer block that enhances a signal
from a certain direction and a noise reduction block that reduces the noise based
on the signal properties. The beamformer uses multiple microphone recordings,
while the noise reduction is applied to a single audio signal.

[39]. Another problem is that often both the direct sound and the processed
and hereby delayed sound reaches the eardrum. This is illustrated in Figure 1.5.
Depending on the type of sound and the delay, the direct and the delayed sound
may be perceived as a single sound or as two separate sounds. The perception
of echoes and direct sound as a single sound is called the precedence effect. For
example, a click is perceived as two separate clicks if the delay is more than
as little as 5 milliseconds, while echoes from more complex sounds like speech
are suppressed up to as much as 40 milliseconds [62, p. 253]. Even though
the direct sound and the processed sound are perceived as a single sound, the
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Figure 1.5: The sound obtained by the eardrum is often a combination of the
direct sound and the sound, which has been processed through the hearing aid.
The processed sound is delayed compared to the direct sound, and the resulting
signal can therefore be regarded as a delay-and-sum filtered signal.

resulting signal is a delay and sum filtered signal (see Chapter 5). This comb
filtering effect is undesired and one of the main reasons why the delay through
the hearing aid should be kept as little as possible. For example: If a delay
through a hearing aid is limited to e.g. 8 ms, and the sampling frequency is
16 kHz, the allowed delay corresponds to 128 samples.

1.2 Multi-microphone Speech Enhancement

When multiple microphones are available, spatial information can be utilized in
order to enhance sources from a particular direction. Signals can be enhanced
based on the geometry of the microphone array, or based on the statistics of
the recorded signals alone. Many different solutions have been proposed to this
problem and a brief review of some of the methods are given in the following.
More detailed information on beamforming can be found in Chapter 5, and a
much more detailed information on blind separation of sources can be found in
Appendix G.

1.2.1 Beamforming

When spatial information is available, it is possible to create a direction de-
pendent pattern, which enhances signals arriving from a desired direction while
attenuating signals (noise) arriving from other directions. Such techniques are
called beamforming [92, 20]. A beamformer can either be fixed, where the direc-
tional gain does not change or it can be adaptive, where the null gain direction
adaptively is steered towards the noise source [35].
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Figure 1.6: Illustration of the BSS problem. Mixtures of different audio signals
are recorded by a number of microphones. From the mixtures, estimates of the
source signals contained in the mixtures are found. Everything on the left side
of the broken line cannot be seen from the blind separation box, hence the term
blind.

1.2.2 Blind Source Separation and Independent Compo-
nent Analysis

Often, the only available data are the mixtures of the different sources recorded
at the available sensors. Not even the position of the different sensors is known.
Still, it is sometimes possible to separate the mixtures and obtain estimates of
the sources. The different techniques to obtain estimates of the different sources
from the mixtures are termed blind source separation (BSS). The term blind
refers to that only the mixtures are available. The BSS problem is illustrated
in Figure 1.6. Here two people are talking simultaneously. Mixtures of the two
voices are recorded by two microphones. From the recorded microphones, the
separation filters are estimated. In order to separate sources, a model of the
mixing system is required. Not only the direct path of the sources are recorded.
Reflections from the surroundings as well as diffraction when a sound wave
passes an object result in a filtering of the audio signals. Furthermore, different
unknown characteristics from the microphones also contribute to the unknown
filtering of the audio sources. Therefore the recorded audio signals are assumed
to be convolutive mixtures. Given M microphones, the mth microphone signal
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xm(t) is given by

xm(t) =
N∑
n=1

K−1∑
k=0

amnksn(t− k) + vm(t) (1.2)

Here each of the N source signals sn(t) is convolved with causal FIR filters of
length K. a are the filter coefficients and v(t) is the additional noise. In matrix
form, the convolutive FIR mixture can be written as:

x(t) =
K−1∑
k=0

Aks(t− k) + v(t) (1.3)

Here, Ak is an M ×N matrix which contains the kth filter coefficients. v(t) is
the M × 1 noise vector.

The objective in blind source separation is to estimate the original sources. An
estimate of the sources can be found by finding separation filters, wn, where the
n’th filter ideally cancels all but the n’th source. The separation system can be
written as

yn(t) =
M∑
m=1

L−1∑
l=0

wnmlxm(t− l) (1.4)

or in matrix form

y(t) =
L−1∑
l=0

Wlx(t− l), (1.5)

where y(t) is the estimated sources.

A commonly used method to estimate the unknown parameters in the mix-
ing/separation system is independent component analysis (ICA) [30, 50]. ICA
relies on the assumption that the different sources are statistically independent
from each other. If the sources are independent, methods based on higher order
statistics (HOS) can be applied in order to separate the sources [26]. Alterna-
tively, ICA methods based on the maximum likelihood (ML) principle have been
applied [25]. Non-Gaussianity has as well been applied for source separation.
Based on central limit theorem, each source in the mixture is further away from
being Gaussian compared to the mixture.

Based on further assumptions on the sources, second order statistics (SOS) has
shown to be sufficient for source separation. If the sources are uncorrelated and
non-stationary, SOS alone can be utilized to segregate the sources [67]. Notice,
when only SOS is used for source separation, the sources are not required to be
independent, because no assumptions are made on statistics of an order higher
than two.
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A problem in many source separation algorithms is that the number of sources
in the mixture is unknown. Furthermore, many source separation algorithms
cannot separate more sources than the number of available microphones.

Not only the question concerning how many signals the mixture contains arises.
In real-world systems, such as hearing aids, quite often only a single source in the
pool of many sources is of interest. Which of the segregated signals is the target
signal therefore have to be determined too. In order to determine the target
signal among the segregated sources, additional information is required. Such
information could e.g. be that the source of interest impinges the microphone
array from a certain direction.

1.3 The Scope of This Thesis

The thesis has two main objectives:

1. Source separation techniques The first objective is to provide knowledge
on existing methods within techniques for multi-microphone speech sepa-
ration. These techniques include: blind source separation, beamforming,
and computational auditory scene analysis (CASA).

2. BSS for hearing aids The second objective is to propose algorithms for
separation of signals, especially signals recorded by a single hearing aid.
Here, we limit ourself to the audio pre-processing step for hearing aids
which was shown in Figure 1.4. We consider speech enhancement systems,
where recordings from a microphone array are available. The size of a
hearing aid limits the size of a microphone array in a hearing aid. The
typical array dimension in a hearing aid is not greater than approximately
1.5 cm. Here, we mainly consider microphone arrays of such a size. We
consider different techniques for separation/segregation of audio signals.
The techniques are based on blind source separation by ICA and time-
frequency masking.

As mentioned, the allowed latency and the processing power of a hearing aid
are limited. The objective of this thesis is however not to build a functional
hearing aid, but to reveal methods for separation of audio sources. Most of
these methods have been developed as batch methods that require filters with
filter lengths up to several thousand taps, which are much more than what can
be allowed in a hearing aid.
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We limit ourself to consider audio pre-processing algorithms that can be applied
to listeners with normal hearing. Therefore, as a working assumption we assume
that the compression (rationale) can compensate for the hearing impairment
so that the pre-processing step can be evaluated by people without hearing
impairment.

The main contributions of the thesis have been published elsewhere. This work
is presented in the appendices. The main text of the thesis should be regarded
as background for the papers in the appendices. The papers in the appendices
can be organized into different groups:

Gradient flow beamforming In Appendix A the gradient flow beamforming
model proposed by Cauwenberghs et al. [27] for instantaneous ICA is ex-
tended to convolutive mixtures. The actual source separation is performed
in the frequency domain.

Difference between ICA parameterizations In Appendix B differences be-
tween parameterizations of maximum likelihood source separation based
on the mixing matrix and the separation matrix are analyzed.

Combination of ICA and T-F masking In Appendix C–F it is demonstrated
how two-by-two ICA and binary T-F masking can be applied iteratively
in order to segregate underdetermined audio sources, having only two mi-
crophone recordings available.

Survey on convolutive BSS In Appendix G a survey on convolutive BSS
methods is provided.

The background material in main text mostly serves as background for the publi-
cations in the Appendices A and Appendix C–F. Especially background material
on the two source separation techniques known as time-frequency masking and
beamforming is provided. Blind source separation is not considered in the main
text, because the thorough survey on BSS of audio signal is given in Appendix G.

The main text of the thesis is organized as follows: In Chapter 2, different
auditory models are described. This chapter provides background about how
humans perceive sound. We present different time-frequency representations of
acoustic signals. Basic knowledge about how sound is perceived like e.g. when a
stronger sound masks a weaker sound is important in order to understand why
the T-F masking technique that has been applied in some of the publications
(Appendix C–F) works so surprisingly well. An accurate model of the auditory
system is also a good foundation for a related topic: auditory scene analysis.



1.3 The Scope of This Thesis 13

The following chapter (Chapter 3) provides a short description of cues in audi-
tory scene analysis and how these cues can be mimicked by machines in com-
putational auditory scene analysis (CASA) in order to segregate sounds. T-F
masking and auditory scene analysis is closely connected. In both areas, the
objective is to group units in time and in frequency in a way that only units
belonging to the same source are grouped together.

Based on the establishment of auditory models and auditory scene analysis,
Chapter 4 deals with the central subject on time-frequency masking.

Beamforming and small microphone array configurations are also central top-
ics in this thesis and in hearing aid development. Limitations in linear source
separation can be seen from the limitations in beamforming. A base knowledge
about beamforming and on the limitations in microphone array processing is
provided in Chapter 5 and it is a good starting point when reading the pub-
lications in Appendix A and Appendix C–F. In this chapter, we also consider
simple beamforming-based source separation techniques.

In Chapter 6, we briefly summarize and discuss the results on source separation
from the contributions in the appendices.

The conclusion goes in Chapter 7 along with a discussion of future work.



14 Introduction



Chapter 2

Auditory Models

The objective of this chapter is to give the reader some basic knowledge about
how the human perceives sound in the time-frequency domain. Some frequently
used frequency scales that mimics the human frequency resolution are intro-
duced; the Bark scale and the ERB scale. A frequently used auditory band-pass
filterbank, the Gammatone filterbank, is also introduced in this chapter. A good
model of the auditory system is important in order to understand why the T-F
masking technique works so well in attenuating the noise while maintaining the
target sound. Auditory models can also help understanding why some artifacts
become audible while other modification to a signal is inaudible.

Depending on the frequency of the incoming sound, different areas of the basilar
membrane are excited. Therefore we can say that the ear actually does an
analysis of the sound signal, not only in time, but also in frequency. A time-
frequency analysis can be described by a bank of band-pass filters as shown in
Figure 2.1.

The different filters in the auditory filterbank can have different bandwidths
and different delays. More information about an audio signal can be revealed,
if the audio signal is presented simultaneous in time and in frequency, i.e. in
the time-frequency (T-F) domain.

An example of a T-F distribution is the spectrogram, which is obtained by
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Figure 2.1: By a filterbank consisting of K band-pass filters, the signal x(t) is
transformed into the frequency domain. At time t the frequency domain signals
x1(t), . . . , xK(t) are obtained.

the windowed short time Fourier transform (STFT), see e.g. [91]. Here, the
frequency bands are equally distributed and the frequency resolution is the
same for all frequencies.

The frequency resolution in the ear is however not linear. For the low frequen-
cies, the frequency resolution is much higher than for the higher frequencies. In
terms of perception, the width of the band-pass filters can be determined as a
function of the center frequency of the band-pass filters.

When several sounds are present simultaneously, it is often experienced that a
loud sound makes other weaker sounds inaudible. This effect is called masking.
Whether one sound masks another sound depends on the level of the sounds,
and how far the sounds are from each other in terms of frequency. In order
to determine these masking thresholds, the critical bandwidths are introduced.
The critical bandwidths are determined in terms of when the perception changes
given a certain stimuli, e.g. whether a tone is masked by noise. Due to different
ways of measuring the bandwidths, different sets of critical bandwidths have
been proposed [43, 62]. Two well known critical bandwidth scales are the Bark
critical bandwidth scale and the equivalent rectangular bandwidth (ERB) scale.
Given the center frequency fc (in Hz) of the band, the bandwidths can be
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Figure 2.2: The left plot shows the width of the critical bands as function of
frequency. The Bark critical bandwidth as well as the ERB critical bandwidth
are shown. For frequencies above 10 kHz, the bandwidths are not well known.
The right plot shows the critical band number as function of frequency. The
critical band numbers are measured in Barks and in ERBs, respectively.

calculated as

BWBark = 25 + 75
(

1 + 1.4
(

fc
1000

)0.69)
(2.1)

and
BWERB = 24.7(1 + 0.00437fc), (2.2)

respectively [43]. The bandwidths as function of frequency are shown in Fig-
ure 2.2. The critical band number is found by stacking up critical bands until
a certain frequency has been reached [43]. Because the critical bandwidth in-
creases with increasing frequency, also the frequency distance between the crit-
ical band number grows with increasing frequency. The critical band numbers
measured in Barks and in ERBs are calculated as function of the frequency f
as [42]

Bark(f) = 13 arctan
(

0.76
f

1000

)
+ 3.5 arctan

((
f

7500

)2)
(2.3)

and [62]

ERB(f) = 21.4 log10

(
4.37

f

1000
+ 1
)
, (2.4)

respectively. The critical band numbers as function of frequency are also shown
in Figure 2.2.
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Figure 2.3: Gammatone auditory filters as function of the frequency and the
time. It can be seen that the group delay of the low frequencies has longer
impulse responses than the group delay of the high frequencies. In order to
make the illustration clearer, the filter coefficients have been half-wave rectified.
The filters with center frequencies corresponding to 1–20 ERBs are shown.

2.1 The Gammatone Filterbank

The impulse response of the Gammatone auditory filter of order n is given by
the following formula [43, p. 254]:

g(t) = bntn−1e−2πbt cos(2πfct+ ϕ)

The envelope of the filter is thus given by bntn−1e−2πbt. This envelope is propor-
tional to the Gamma distribution. In order to fit the response of the auditory
nerve fibers of a human being with normal hearing well, n = 4 and depending on
the center frequency, b = 1.018 ERBs. The impulse responses of a Gammatone
filterbank are shown in Figure 2.3, and in Figure 2.4, the corresponding mag-
nitude responses are shown. The cochlea is well modeled with a Gammatone
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Figure 2.4: Magnitude responses of Gammatone auditory filters as function of
the frequency on a logarithmic frequency scale. Magnitude responses of filters
with center frequencies corresponding to 1–20 ERBs are shown.

filterbank. In the cochlear model, the potentials in the inner hair cells are mod-
eled by half-wave rectifying and low-pass filtering the output of the filterbank
(see e.g. [33]). A diagram of such a cochlear filtering is given in Figure 2.5.

2.2 Time-Frequency Distributions of Audio Sig-
nals

In this section different possible time-frequency distributions of audio signals
are presented. As shown previously, the T-F processing of an audio signal can
be regarded as the outputs of a bank of band-pass filters at different times.
The spectrogram is obtained by the STFT. In Figure 2.6 three different time
frequency distributions of the same speech signal are shown. The first T-F
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Figure 2.5: Cochlear filterbank. The signal is first band-pass filtered, e.g. by
the Gammatone filterbank. Hereby, a non-linearity given by e.g a half-wave
rectifier and a low-pass filter mimics the receptor potential in the inner hair
cells.

distribution is a spectrogram with a linear frequency scale. We see that the
frequency resolution of the Fourier transform is linear. The frequency resolution
in the human ear is not linear. As it could be seen in Figure 2.2, at the lower
frequencies, the human ear has a better frequency resolution than at the higher
frequencies. The second T-F distribution in Figure 2.6 shows the spectrogram
with a non-linear frequency distribution. By use of frequency warping [42],
the frequency scale is chosen in order to follow the Bark frequency scale. With
frequency warping, the Bark frequency scale can be approximated well by a delay
line consisting of first-order all-pass filters [42]. Compared to the spectrogram
with the linear frequency scale, the warped spectrogram has a better frequency
resolution for the low frequencies on the expense of a worse frequency resolution
for the high frequencies and different group delay across the frequencies.

The third T-F distribution in Figure 2.6 shows a so-called cochleagram [60, 86,
85]. The cochleagram uses a cochlear model to imitate the output response of
the cochlea. Depending on the frequency of the stimuli, the neural activity has
a maximum at a certain position on the basilar membrane.

In the shown cochleagram, the cochlea has been mimicked by the Gammatone
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Figure 2.6: Three different time-frequency representations of a speech signal.
The first T-F distribution is a spectrogram with a linear frequency distribution.
The second T-F distribution shows the spectrogram, where the frequencies are
weighted according to the Bark frequency scale. The frequency resolution is
however higher than the resolution of the critical bands. The third T-F distri-
bution is the so-called cochleagram. In the cochleagram, the frequency resolution
corresponds to the frequency resolution in the human cochlea. Also here, the
frequency scale is not linear, but follows the ERB frequency scale.
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filterbank, followed by a hair cell model [61, 45] as it was illustrated in the dia-
gram in Figure 2.5. The frequency scale in the shown cochleagram follows the
ERB frequency scale. When the cochleagram is compared to the two spectro-
grams, we observe that the T-F distributions in the cochleagram is more sparse
at the high frequencies compared to the lower frequencies. We thus have more
spectral information in the high-frequency part of the two spectrograms than
necessary.

2.2.1 Additional Auditory Models

Clearly more cues about a audio signal can be resolved, when the audio signal
is decomposed into T-F components compared to when an audio signal is pre-
sented in either the time domain or in the frequency domain. However, not all
perceptual properties can be resolved from an audio signal presented in the T-F
domain. Other representations of an audio signal may resolve other perceptual
cues. As an example, it is hard to resolve binaural cues from a single T-F dis-
tribution. On the other hand, the T-F distribution emphasizes other properties
of an audio signal such as reverberations; even though they only have a minor
influence on the perceived sound, the reverberations can clearly be seen in a
spectrogram.

The slow varying modulations of a speech signal is not well resolved from the T-
F distribution in the spectrogram. In order to better resolve this perceptual cue,
a modulation spectrogram has been proposed [40]. Modulation filterbanks have
also been applied into models for the auditory system [33]. Other modulation
filterbanks have also been proposed. From some of the models, the audio signal
can be reconstructed [84, 7, 83].



Chapter 3

Auditory Scene Analysis

Knowledge about the behavior of the human auditory system is important for
several reasons. The auditory scene consists of different streams and the human
auditory system is very good at paying attention to a single auditory stream at
a time. In combination with auditory models, auditory scene analysis provides
a good basis for understanding T-F masking, because the grouping in the brain
and in the exclusive allocation in T-F masking are very similar.

An auditory stream may consist of several sounds [21]. Based on different au-
ditory cues, these sounds are grouped together in order to create a single audi-
tory stream. As it was illustrated in Figure 2.5, the basilar membrane in the
cochlea performs a time-frequency analysis of the sound. This segmentation of
an auditory signal into small components in time and frequency is followed by
a grouping where each component is assigned a certain auditory stream. This
segmentation and grouping of auditory components is termed auditory scene
analysis [21]. A principle of exclusive allocation exists, i.e. when an auditory
element has been assigned to a certain auditory stream, it cannot also exist in
other auditory streams.

There are many similarities between auditory grouping and visual grouping.
Like an auditory stream consists of several acoustic signals, also visual streams
may consist of different objects which are grouped together, e.g. in vision many
closely spaced trees are perceived as a forest while in the auditory domain, many
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instruments playing simultaneously can be perceived as a single melody.

A speech signal is also perceived as a single stream even though it consists of
different sounds. Some sounds originate from the vocal tract, other from the
oral or nasal cavities. Still, a speech sound is perceived as a single stream, but
two speakers are perceived as two different streams. Also music often consists of
different instruments. Each instrument can be perceived as a single sound, but
at same time, the instruments playing together are perceived as a single music
piece.

Speech consists of voiced and unvoiced sounds. The voiced sounds can be divided
into different groups such as vowels and sonorants. Vowels are produced from a
turbulent airflow in the vocal tract. They can be distinguished from each other
by the formant patterns. Sonorants are voiced speech sounds produced without
a turbulent airflow in the vocal tract such as e.g. ‘w’ or the nasal sounds such
as ‘m’ or ‘n’. The unvoiced sounds are fricatives (noise) such as ‘f’ or ‘s’ or
affricates (stop sounds) such as ‘p’, ‘d’, ‘g’ or ‘t’.

Humans group sound signals into auditory streams based on different auditory
cues. The auditory cues can be divided into two groups: primitive cues and
schema-based cues [21, 31].

3.1 Primitive Auditory Cues

The primitive auditory cues are also called bottom-up cues. The cues are in-
nate and they rely on physical facts which remain constant across different
languages, music, etc. The primitive cues can be further divided into cues orga-
nized simultaneous, and cues which are organized sequentially. By simultaneous
organization is meant acoustic components which all belong to the sound source
at a particular time while sequential organization means that the acoustic com-
ponents are grouped so that they belong to the same sound source across time.
The following auditory cues are examples of primitive cues:

Spectral proximity Auditory components which are closely spaced in fre-
quency tend to group together.

Common periodicity (Pitch) If the acoustic components have a common
fundamental frequency (F0), the sounds tend to group together. The cue
becomes more strongly defined when many harmonics are present. Har-
monics are frequencies which are multiples of the fundamental frequency.
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Timbre If the two sounds have the same loudness and pitch, but still are dis-
similar, they have different timbre. Timbre is what makes one instrument
different from another. Timbre is multi-dimensional. One dimension of
timbre is e.g. brightness.

Common fate Frequency components are grouped together when they change
in a similar way. Common fate can be divided into different subgroups:

• Common onset: The auditory components tend to group, when a
synchronous onset across frequency occurs.

• Common offset: The auditory components tend to group, when a
synchronous offset across frequency occurs.

• Common modulation: The auditory components tend to group, if
parallel changes in frequency occur (frequency modulation (FM)) or
if the amplitudes change simultaneously across frequency (amplitude
modulation (AM)).

Spatial cues When auditory components are localized at the same spatial po-
sition, they may group together, while components at different spatial
positions may belong to different auditory streams. The human auditory
system uses several cues to localize sounds [15]. Some cues are binaural,
other cues are monaural:

• Interaural time difference (ITD): For low frequencies the time (or
phase) difference between the ears is used to localize sounds. For
frequencies above 800 Hz, the effect of the ITD begins to decrease and
for frequencies above 1.6 kHz, the distance between the ears becomes
greater than half a wavelength, and spatial aliasing occurs. Thus the
ITD becomes ambiguous, and cannot be used for localization.

• Interaural Envelope Difference (IED): For signals with a slowly-varying
envelope differences between the two ears, the envelope difference is
used as a localization cue.

• Interaural level difference (ILD): For frequencies above approximately
1.6 kHz, the head attenuates the sound, when it passes the head
(shadowing effect). The ILD is thus used for high frequencies to
localize sounds.

• Diffraction from the head, reflections from the the shoulders and the
pinna, are monaural cues which are used to localize sounds. The brain
is able to use these special reflections for localization. These cues are
most effective for high frequency sounds, and they are especially used
to discriminate between whether a sound is arriving from the front
or from the back.

• Head movements: Small head movements is another monaural cue
used for sound localization.
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• Visual cue: The spatial grouping becomes stronger if it is combined
with a visual perception of the object.

Continuity If a sound is interrupted by e.g. a large noise burst so that a
discontinuity in time occurs, the sound is often perceived as if it continues
through the noise.

3.2 Schema-based Auditory Cues

The schema-based auditory cues are all based on stored knowledge. Here, the
auditory system organizes acoustic components based on schemas. In schema-
based scene analysis, the auditory system searches for familiar patterns in the
acoustic environment. Therefore, the schema-based cues are also called top-down
cues. Top-down means that on the basis of prior information, the brain makes
a grouping decision at a higher level that influences the lower-level (primitive)
grouping rules [36]. Contrary, the primitive cues are called bottom-up cues.
Examples of schema-based cues are

Rhythm An expectation of a similar sound after a certain period is an example
of an schema-based cue.

Attention In situations with several auditory streams, humans are able to
voluntarily pay attention to a single stream. Whenever humans listen for
something, it is part of a schema.

Knowledge of language Knowledge of a language makes it easier to follow
such an auditory stream.

Phonemic restoration This cue is closely related to the continuity cue. Phonemes
in words which are partly masked by noise bursts can sometimes be re-
stored by the brain so that the partly incomplete word is perceived as a
whole word.

3.3 Importance of Different Factors

Often different auditory cues may lead to different grouping of the acoustic el-
ements in an auditory scene. Thus the cues compete against each other. Some
auditory cues are stronger than others. For example, experiments have shown
that frequency proximity is a stronger cue than the spatial origin of the sources
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[21]. In listening experiments, variations are often seen across the listeners.
Some of these variations can e.g. be explained by different schema-based audi-
tory grouping across individuals. If a listener is exposed to a sentence several
times, the words become easier to recognize.

3.4 Computational Auditory Scene Analysis

In computational auditory scene analysis (CASA), methods are developed in
order to automatically organize the auditory scene according to the grouping
cues. By use of the auditory grouping rules, each unit in time and frequency
can be assigned to a certain auditory stream [96, 23, 31, 95]. When the T-F
units have been assigned, it becomes easier to segregate the sources of interest
from the remaining audio mixture.

Many computational models have been proposed. Some systems are based on
a single auditory cue, while other systems are based on multiple cues. Some
systems are based on single channel (monaural) recordings [96, 23, 94, 46, 48],
whereas other systems are based on binaural recordings [65, 79, 78].

A commonly used cue for speech segregation is common periodicity. As an ex-
ample, a CASA system based on pitch estimation has been proposed in [46].
When the system only uses pitch as a cue for segregation, it is limited to seg-
regation of the voiced part of speech. Common onset and offset have also been
used, together with the frequency proximity cue for speech segregation models
[23, 47, 48]. By using onset and offset cues, both voiced and unvoiced speech can
be segregated from a mixture [48]. Temporal continuity was used for segregation
in [94].

The localization cues have also successfully been used to segregate sources from
a mixture. The interaural time difference (ITD) and the interaural intensity
difference (IID) have efficiently been used to segregate a single speaker from a
mixture of several simultaneous speakers ITD/IID [65, 79, 78]. The IID has
also been used in [28]. With strong models of the acoustic environment, also
monaural localization cues have been used for monaural source separation [68].

Segregation of signals, where each sound is assumed to have different amplitude
modulation, has also been performed. In [7], different music instruments have
been segregated based on different amplitude modulation for each instrument.

Model-based methods have also been used for computational auditory grouping,
segregation, and enhancement of speech [97, 65, 36, 12]. In [12], primitive cues
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are used to divide the time-frequency representation of the auditory scene into
fragments. Trained models are hereafter used to determine whether a fragment
belongs to the speech signal or to the background.



Chapter 4

Time-Frequency Masking

To obtain segregation of sources from a mixture, the principle of exclusive allo-
cation can be used together with the fact that speech is sparse. by sparseness is
meat that speech signals from different sources only to some extent overlap in
time and in frequency. Each unit in the T-F domain can thus be labeled so that
it belongs to a certain source signal. Such a labeling can be implemented as a
binary decision: The T-F unit is labeled with the value ‘1’ if the unit belongs
to the audio signal. Contrary, if the T-F unit does not belong to the signal of
interest, it is labeled with the value ‘0’. This binary labeling of the T-F units
results in a so-called binary time-frequency mask.

The separation is obtained by applying the T-F mask to the signals in the T-F
domain, and the signals are reconstructed with a bank of synthesis filters. This
is illustrated in Figure 4.1.

4.1 Sparseness in the Time-Frequency Domain

Speech is sparsely distributed in the T-F domain. Even in very challenging
environments with some overlap between competing speakers, speech remains
intelligible. In [22], experiments with binaural listening under anechoic condi-
tions have shown that a speech signal is still intelligible even though there is up
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Figure 4.1: Like the T-F distrubution is obtained by a bank of bandpass filters
(see Figure 2.1), the synthesis is also obtained by a bank of band-pass filters.

to six interfering speech-like signals, where all signals have the same loudness
as the target signal. A speech signal is not active all the time. Thus speech is
sparse in the time domain. Further, the speech energy is concentrated in iso-
lated regions in time and frequency. Consequently, speech is even sparser in the
T-F domain. This is illustrated in Figure 4.2. Here histogram values of speech
amplitudes are shown in the case of one speech signal and a mixture of two
speech signals. The amplitude values are shown both for the time domain and
the time-frequency domain. Many low values indicate that the signal is sparse.
As expected, one talker is sparser than two simultaneous talkers. It can also be
seen that the T-F representation of speech is more sparse than the time domain
representation.

Another way to show the validity of the sparseness in the T-F domain comes from
the fact that the spectrogram of the mixture is almost equal to the maximum
values of the individual spectrograms for each source in the logarithmic domain
[82], i.e. for a mixture consisting of two sound sources

log(e1 + e2) ≈ max(log(e1), log(e2)), (4.1)

where e1 and e2 denotes the energy in a T-F unit of source 1 and source 2,
respectively.
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Figure 4.2: The histograms show the distribution of the amplitude of audio
signals consisting of one and two speakers, respectively. The two left histograms
show the amplitude distribution in the time domain, the right histograms show
the amplitude distributions in the T-F domain obtained from the spectrograms
in Figure 2.6 and Figure 4.4a. Many histogram values with small amplitudes
indicate that the signal is sparse. It can be seen that the signals are sparser in
the T-F domain compared to the time domain.

4.2 The Ideal Binary Mask

An optimal way to label whether a T-F unit belongs to the target signal or to
the noise is for each T-F unit to consider the amplitude of the target signal and
the amplitude of the interfering signals. For each T-F unit, if the target signal
has more energy than all the interfering signals, the T-F unit is assumed to
belong to the source signal. It is then labeled with the value ‘1’. Otherwise, the
T-F unit is labeled with the value ‘0’. Given a mixture consisting of N audio
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sources, the binary mask of the ith source in the mixture is thus given by

BMi(ω, t) =
{

1, if |Si(ω, t)| > |X(ω, t)− Si(ω, t)|;
0, otherwise, (4.2)

where Si(ω, t) is the ith source at the frequency unit ω and the time frame unit
t and X(ω, t)− Si(ω, t) is the mixture in the T-F domain, where the ith source
is absent. | · | denotes the absolute value. This mask has been termed the ideal
binary mask [93] or the 0-dB mask [98]. Here 0 dB refers to that the decision
boundary is when the local signal-to-noise ratio for a particular T-F unit is 0 dB.
The ideal binary mask cannot be estimated in real-world applications, because
it requires the knowledge of each individual source before mixing. With T-F
masking techniques, the original source cannot be obtained, but due to the
strong correlation between the signal obtained by the ideal binary mask and the
original signal, the ideal binary mask has been suggested as a computational
goal for binary T-F masking techniques [93, 37]. In theory, each original source
in the mixture could be obtained from T-F masking, but it requires that the
T-F mask is complex-valued. The quality and the sparsity of the ideal binary
mask depends on the overall signal-to-noise ratio. If the noise is much stronger
than the target signal, only few T-F units have a positive local SNR. Hereby the
ideal binary mask becomes sparse, and quality of the estimated signal is poor.

To assign the T-F unit to the dominant sound, also corresponds well with audi-
tory masking [62]. Within a certain frequency range where multiple sounds are
present, the louder sound will mask the other sounds. The auditory masking
phenomenon may also explain why T-F masking performs very well in segregat-
ing sources even though the sources overlap.

In Figure 4.3 and Figure 4.4, examples of ideal binary masks applied to speech
mixtures are shown. Here, the mixture consists of a male speaker and a female
speaker. The spectrogram of the mixture is shown in part a of the figures. The
two ideal binary masks are calculated from equation (4.2) for all T-F units (ω, t)
as

BMmale(ω, t) =
{

1, if |Smale(ω, t)| > |Sfemale(ω, t)|;
0, otherwise, (4.3)

and

BMfemale(ω, t) =
{

1, if |Sfemale(ω, t)| > |Smale(ω, t)|;
0, otherwise. (4.4)

In order to obtain estimates of the two individual speakers in the frequency
domain, the two binary masks are applied to the mixture by an element wise
multiplication in the T-F domain, i.e.

S̃i(ω, t) = X(ω, t) ◦ BMi(ω, t), (4.5)
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where ◦ denotes the element wise multiplication. The obtained spectrograms
are shown in part c of Figure 4.3 and Figure 4.4. Like the spectrogram (analysis
filter) is obtained by the STFT, the inversion of the spectrogram (synthesis) is
obtained by the inverse STFT (ISTFT).

In Figure 4.3d and Figure 4.4d the spectrograms of the synthesized signals are
shown. The spectrograms of the two original signals are shown in Figure 4.3e
and Figure 4.4e, respectively.

Also in cases, where e.g. a Gammatone filterbank has been used for analysis,
synthesis is possible. In order to recover an auditory model, especially the phase
recovery is difficult [87]. The Gammatone filterbank has different group delay
for different frequencies. This makes perfect synthesis difficult. Inversion of
auditory filterbanks is discussed in [87, 54, 58, 57].

Consider again the spectrograms in part c. It is important to notice that even
though a T-F unit in the binary mask is zero, its resulting synthesized signal
contains energy in these T-F units, as it can be seen, when the spectrograms
are compared to those in part d. This can be explained by considering the
diagrams in Figure 4.5. When the signal representation is converted from the
time domain into the T-F domain representation, the signal is represented in a
higher-dimensional space. Because the dimension of the T-F domain is higher,
different representations in the T-F domain may be synthesized into the same
time domain signals. However, a time domain signal is only mapped into a single
T-F representation. The T-F representation can also be viewed as a subband
system with overlapping subbands [91]. Due to the overlapping bands, the gain
in each band may also be adjusted in multiple ways, in order to obtain same
synthesized signal.

When different sources overlap in the T-F domain, a binary mask may remove
useful information from the target audio signal, because some areas in the T-F
domain are missing. Recently, methods have been proposed in order to recover
missing areas in the T-F domain [11, 80]. Based on the available signal, and
training data, missing T-F units are estimated. The idea is that the training
data which fits the missing T-F areas best are filled into these areas.

4.3 Distortions

When a T-F mask is applied to a signal, distortions may be introduced. These
distortions are known as musical noise. Musical noise are distortions artificially
introduced by the speech enhancement algorithm. Musical noise are short si-
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(a)

(b)

(c)

(d)

(e)

Figure 4.3: Segregation by binary masking. The male speaker (e) is segregated
from the mixture (a) which consists of a male and a female speaker. The binary
mask (b) is found such that T-F units where the male speaker has more energy
than the female speaker has the value one, otherwise zero. The black T-F units
have the value ‘1’; the white T-F units have the value ‘0’. The binary mask is
applied to the mixture by an element wise multiplication and the spectrogram
in (c) is thus obtained. The spectrogram of the estimated male speaker after
synthesis is shown in (d).
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(a)

(b)

(c)

(d)

(e)

Figure 4.4: Segregation by binary masking like in Figure 4.3. Here the female
speaker (e) is segregated from the mixture (a). The spectrogram of the estimated
signal is shown in (d).
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Figure 4.5: The time domain signal is mapped into the T-F domain by an anal-
ysis filterbank (step 1). The K bands in the T-F domain signal are modified
by a T-F mask (step 2), where a gain is applied to each frequency band. The
modified signal is transformed back into the time domain again by a synthesis
filterbank (step 3). Because the dimension of the signal representation in the
T-F domain is higher than the time domain representation, different T-F repre-
sentations map into the same time-domain signal. Different time domain signals
always map into different T-F representations.

nusoidal peaks at random frequencies and random times [24]. Distortion from
musical noise deteriorates the quality of the speech signal. This deterioration
of a sound signal can be explained by auditory scene analysis. Since the noise
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occurs as random tones in time and frequency, it is very unlikely that the tones
group with other acoustic components in the auditory scene. Because the tones
occur at random times, they do not have any common onset/offset, or any
rhythm. Since the tones occur at random frequencies, it is unlikely that there
are common harmonics. Thus musical noise is perceived as many independent
auditory streams that do not group together. Because these random tones are
perceived as many unnatural sounds, a listener feels more annoyed by musical
artifacts than by white noise [59]. The amount of musical noise also depends
on how sparse the enhanced audio signal is. Peaks in the spectrogram far from
the acoustic components are likely to be perceived as musical noise, while peaks
closer to the audio signal are more likely to be below the masking threshold of
the acoustic component. Two features were proposed in [59] in order to identify
musical noise from speech: In the frequency axis of the spectrogram, the musi-
cal noise components are far from the speech components, so that they are not
masked, and on the time axis in the spectrogram, the frequency magnitudes of
the musical noise components vary faster than the speech components. Musical
noise can be reduced e.g. by applying a more smooth mask or by smoothing
the spectrogram. Smoothing in order to reduce the musical noise has been sug-
gested in e.g. [1, 6, 3, 5, 4]. In [6], smoothing in time was proposed in order
to reduce musical noise. The smoothing was applied by choosing a shift in the
overlap-add ISTFT reconstruction which was much shorter than the window
length.

Aliasing is another reason why energy is still present (and audible) within some
of the removed T-F units. A binary mask can be regarded as a binary gain
function multiplied to the mixture in the frequency domain. If the T-F analysis
is viewed as a subband system, aliasing is introduced if the subband is deci-
mated. The aliasing effects can however be avoided by a careful design of the
analysis and synthesis filters. Effects from aliasing can also be reduced by using
filterbanks without decimation. An example of a filterbank is the spectrogram.
The spectrogram is usually decimated by a factor M/m, where M is the window
length and m is the frame shift. In e.g. [28] filterbanks without decimation have
been used.

4.4 Methods using T-F Masking

During the past two decades, numerous approaches for T-F masking based audio
segregation have been proposed. To include some T-F areas and to omit other T-
F areas in order to segregate speech signals was first proposed by Weintraub [96].
Physical cues from the acoustic signal was used to assign different T-F regions
to the different sounds in the mixture. In [96, 97], the pitch was estimated and
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used to allocate the different T-F regions. Most of the other CASA methods
mentioned in Section 3.4 utilize T-F masking, e.g. [23, 94, 46, 48, 47, 12].

More recently, T-F masking has been used with techniques not directly inspired
by the behavior of the human auditory system, but more based on the fact
that audio signals, such as speech is sparse in the T-F domain. Clustering
of sources based on histograms over time and amplitude differences between
different microphone recordings was proposed in [51], and further extended in
[9, 10, 75, 77, 98, 49, 76]. In [76], M -microphone beamforming and T-F masking
was combined in order to cope with sources that overlap in the T-F domain.
Hereby, M − 1 simultaneous sources were allowed in each T-F unit. In [79, 78],
ITD/IID histogram data were clustered in order to segregate speech signals.
Direction of arrival (DOA) estimation based on clustering of delays between
closely-spaced microphones has also been applied for binary mask estimation
[89].

ICA and T-F masking have been combined in different ways. Audio signals
can be segregated by finding the DOA of the signal and applying a binary mask
which only allows arrival directions in a narrow band around the estimated DOA.
This binary mask is usually very sparse and audible distortions are introduced
from this very narrow binary mask [18]. In order to reduce the musical noise,
it has been proposed to use DOA-based binary masks to remove N −M signals
from the mixture with N sources recorded at M microphones. Hereby the
remaining problems consists of M sources recorded at M microphones. In this
problem, the mixing matrix can be inverted, and the sources can be recovered
with less musical artifacts [16, 17, 18, 2, 3]. In order to reduce musical artifacts
even further, it has also been proposed to apply a continuous T-F mask in the
first step contrary to the binary mask. The continuous mask is based on the
DOA [5, 4].

T-F masks can also be applied to the output of an ICA algorithm. In order
to cancel crosstalk and to enhance speech even further, the absolute value of
two segregated signals from an ICA algorithm were compared, and a binary
mask can be estimated based on comparison between the two output signals.
The binary masks can then be applied to the two segregated signals in order to
enhance them further [53]. This method has also been used as a pre-processing
step for feature extraction and speech recognition [52]. A somewhat related,
very computationally simple method for estimation of a binary mask is in the
special case of the better microphone [63]. If recordings are available at multiple
microphones and one of the microphones, the better microphone, is closer to the
target speaker, the target speaker is dominant in this recording compared to the
other recordings. Consequently a binary mask which primarily segregates the
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primary speaker can simply be estimated as

BMtarget(ω, t) =
{

1, if |Xbetter(ω, t)| > |Xother(ω, t)|;
0, otherwise, (4.6)

whereXbetter(ω, t) denotes the recording at the better microphone andXother(ω, t)
is the recording at the other microphone. In [63] a method similar to the one
proposed in [53] was used. Here SIMO-ICA was used instead. In single-input-
multiple-output (SIMO) ICA, each segregated output is estimated as if it was
recorded at all the different microphones in the absence of other sources [88].
Hereby, if the separated source was recorded at two microphones, each separated
source also exists as if it was recorded at the two microphones in absence of the
other sources. In [63], the binary mask is used to remove the residual error of
the SIMO output the error is found by comparison between the same different
outputs of the same source.

ICA with T-F masking as a post-processing step have also been used iteratively
in order to separate underdetermined mixtures [72, 73, 71]. The most complete
explanation of this method is given in the in the paper in Appendix F.

Binary T-F masks have also been found based on trained recordings from sin-
gle speakers [81]. Here, only a single microphone was used. Another one-
microphone approach based on learned features and auditory cues can be found
in [8].

4.5 Alternative Methods to Recover More Sources
Than Sensors

Time-frequency masking is only one way to recover N sources from M record-
ings, where N ≥ M . Statistical assumptions on the sources can be used to
compute the maximum a posteriori estimates of the sources [55, 66], i.e.

ŝ = arg max
s

P (s|x,A) (4.7)

= arg max
s

P (x|A, s)P (s), (4.8)

where x is the mixtures, A is the estimated mixing parameters, ŝ is the estimate
of the sources s and P (·) denotes the probability density function.

A third method the recover the sources is to assume that the number of sources
active at the same time always equals the number of sensors. Hereby each mixing
process can be inverted and the obtained sources are then combined afterwards.
This assumption has been used in e.g. [19].
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Chapter 5

Small Microphone Arrays

In many applications, it is desirable to amplify, sounds arriving from a certain
direction and to attenuate sounds arriving from other directions. Such direction-
dependent gains can be obtained by processing sounds recorded by a microphone
array. For hearing aid applications, a microphone array typically consists of two
or three microphones placed close to each other near the ear canal. A typical
microphone placement is shown in Figure 5.1. The purpose of this chapter
is to review methods for signal enhancement by beamforming. Two types of
array configurations are considered in this, a linear microphone array and a
circular four-microphone array. These two array types have also been used in
the proposed algorithms, which can be found in the appendices.

5.1 Definitions of Commonly Used Terms

In this section we define some commonly used terms.
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Figure 5.1: Typical placement for a two-microphone array for hearing aid
applications. The microphone placements are shown form the side as well as
from above.

5.1.1 Free Field Assumption

When a sound propagates in a free field, the sound wave does not pass any
obstacles on its way. Thus if the sound source is a point source, the sound
propagates spherically from its origin. Because the surface area of a sphere
depends on the radius squared, every time the distance r to the source is doubled,
the sound intensity I is decreased by a factor of four. The intensity is thus
proportional to 1/r2. In a free field, the sound level is decreased by 6 dB
every time the source distance is doubled [43]. In a room, the sound signal is
reflected from the walls and these effects are recorded at the microphones too.
Therefore, due to room reverberations and under the assumption that the sound
is not attenuated by obstacles on its path, the sound level will be above that of
a free field.

When a microphone array is located in a free field, and the distance to the sound
source is much larger than the distance d between the microphones (r � d), the
impinging sound wave can be assumed to be a plane wave. Under this far-field
assumption, the delay between the array elements and thus the source direction
does not depend on r (see Figure 5.2).
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Figure 5.2: In a free field, the sound level is decreased by 6 dB every time the
distance r from the source to the microphone array is doubled. It is assumed
that the sound wave is planar if the distance d between the elements in the array
is much smaller than r.

5.1.2 Spherically Isotopic Noise Field

In a spherically isotropic noise field, all arrival directions are equally likely. We
also denote such a field, a diffuse noise field. The coherence between the different
microphone signals depends on the frequency f and the microphone distance d
and it is given by [20]

Γ(f, d) =
sin( 2πf

c d)
2πf
c d

(5.1)

Samples drawn from a spherically isotropic distribution is shown in Figure 5.3.
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Figure 5.3: The left plot shows samples drawn from a spherical isotropic field.
The samples are equally distributed on a sphere. The right plot shows samples
drawn from a cylindrical isotropic field. Here the samples are equally distributed
on a circle.

5.1.3 Cylindrically Isotopic Noise Field

In a cylindrically isotropic noise field, all arrival directions in the x−y-plane are
equally likely and sounds only arrive from directions in the x−y-plane. Samples
drawn from a cylindrically isotropic distribution is shown in Figure 5.3.

5.2 Directivity Index

A beamformer has a response that varies with the direction. The direction is
described as a function of the spherical coordinates φ and θ. The angles are
shown in Figure 5.4. The beamformer can be evaluated with respect to how
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Figure 5.4: The beamformer response depends on the arrival direction of the
source signal. In the far-field, the arrival direction can be described as function
of φ and θ.

well it suppresses a diffuse noise field. In a diffuse noise field, the noise arrives
from all directions with the same probability. We also call this type of noise for
omnidirectional. The directivity factor (DF) is defined as the ratio between the
response from the target direction R(φ0, θ0) and the response from all directions
integrated over the sphere [64].

DF =
4π[R(φ0, θ0)]2∫ π

0

∫ 2π

0
[R(θ, φ)]2 sin(θ)dφdθ

. (5.2)

More frequently, the directivity index (DI) is used. The DI is the DF measured
in dB, i.e.,

DI = 10 log

(
4π[R(φ0, θ0)]2∫ π

0

∫ 2π

0
[R(θ, φ)]2 sin(θ)dφdθ

)
(5.3)

If the directivity gain is independent of φ, the integral reduces to [90]

DI = 10 log

(
2[R(θ0)]2∫ π

0
[R(θ)]2 sin(θ)dθ

)
(5.4)
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As we can see, the directivity factor describes how well a beamformer suppresses
sounds which arrive from all directions compared to the sound from the desired
direction.

In some situations, the noise is assumed mainly to arrive from the back while the
desired signals mainly is assume to arrive from the front direction. Therefore,
as an alternative directional signal to noise ratio, also the ratio between the
(desired) signals arriving from the front and (unwanted) signals arriving from
the back can be found. This ratio is called the front-to-back ratio (FBR) [14]
and is calculated as

FBR = 10 log

( ∫ θ0+π/2
θ0−π/2

∫ φ0+π/2

φ0−π/2 [R(θ, φ)]2 sin(θ)dφdθ∫ θ0+3π/2

θ0+π/2

∫ φ0+3π/2

φ0+π/2
[R(θ, φ)]2 sin(θ)dφdθ

)
. (5.5)

If the target direction is (θ0, φ0) = (0, 0), we can change the boundaries and the
FBR can be written as [34]

FBR = 10 log

(∫ π/2
0

∫ 2π

0
[R(θ, φ)]2 sin(θ)dφdθ∫ π

π/2

∫ 2π

0
[R(θ, φ)]2 sin(θ)dφdθ

)
. (5.6)

Further, if the directivity gain is independent of φ, the integral reduces to

FBR = 10 log

(∫ π/2
0

[R(θ)]2 sin(θ)dθ∫ π
π/2

[R(θ)]2 sin(θ)dθ

)
. (5.7)

5.3 Microphone Arrays

Directivity can either be obtained by adding or by subtracting microphone sig-
nals. When the sources are added and possibly delayed, the beamformer is
called a delay-sum beamformer. When the sources instead are subtracted, we
term microphone array a superdirective beamformer [34]. The two types of beam-
formers are illustrated in Figure 5.5. The delay T between the two microphone
signals depends on the arrival angle θ, the microphone distance d, and the sound
velocity c as

T =
d

c
cos(θ). (5.8)
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Figure 5.5: In order to obtain directivity, signals recorded at two microphones
can either be summed together, or subtracted from each other. By varying
the delay in the delay element, The placement of the null can be steered by
adjusting the delay T in the delay element. When the difference between the
microphone signals are used, the DC component of the signal is removed. In
order to compensate for this high-pass effect, the differential delay is followed
by a low-pass filter.

5.3.1 The Delay-Sum Beamformer

When the microphones signals are added, we have a null gain at the frequency
where one microphone signal is delayed by half a wavelength compared to the
other microphone signal, i.e. for d = λ/2. A null direction is a direction of
which there is no directive gain. The direction of the null can be determined
by varying the delay element. With a two-microphone array in a spherically
isotopic noise field a DI of 3 dB can be obtained at the frequency corresponding
to

f =
c

2d
. (5.9)

This is illustrated in Figure 5.6, where the two microphones are placed along
the x-axis. The distance between the microphones is half a wavelength. Since
the microphone signals are added without any delay, the maximum directivity
is obtained in the y − z plane. In Figure 5.7 directivity patterns are shown for
different wavelengths. The two crosses indicate that the microphones are placed
along the x-axis. When λ = 2d, signals arriving at the end direction of the
array are completely canceled out. We also see that the delay-sum beamformer
is inefficient for λ� 2d. When λ > 2d, spatial aliasing occurs and multiple null
directions and sidelobes occur in the beampattern.
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Figure 5.6: Normalized 3D directivity pattern obtained for a delay-sum beam-
former. A two-microphone array is placed along the x-axis. The pattern is
shown for a wavelength equal to twice the microphone distance. A signal ar-
riving from the from the direction along the x-axis is canceled out because the
microphone signals are out of phase, while a signal arriving from a direction
perpendicular to the x-axis is in phase and therefore has maximum directivity.

5.3.2 Superdirective Beamformers

Higher directivity can be obtained if instead the difference between the micro-
phone signals is used. For a two-microphone array, the microphone response
can be written as function of the arrival angle θ and the frequency as

R(θ, f) = s1g1(θ)ej
kd
2 cos(θ) + s2g2(θ)ej

kd
2 cos(θ), (5.10)

where s1 and s2 are the sensitivities of the microphones, and g1(θ) and g2(θ) are
the angular sensitivities of the two microphones. k = 2π/λ = 2πf/c is the wave
number. If the two microphones have omnidirectional responses, g1 = g2 = 1,
(5.10) reduces to

R(θ) = s1e
−j kd

2 cos(θ) + s2e
j kd

2 cos(θ). (5.11)
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Figure 5.7: Directivity patterns obtained for a delay-sum beamformer for dif-
ferent wavelengths. The crosses indicate that the microphone array is located
along the x-axis. For hearing aid applications, the spatial under-sampling is usu-
ally avoided by choosing a small microphone distance. Thus the main benefit is
that the additional microphone noise is reduced.

By assuming that the microphone distance is much smaller than the wavelength,
i.e. kd � π [90, 34], we can approximate the response by a first order Taylor
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polynomial, i.e.

R(θ) ≈ s1(1− j
kd

2
cos(θ)) + s2(1 + j

kd

2
cos(θ)) (5.12)

= (s1 + s2) + j
kd

2
(s2 − s1) cos(θ) (5.13)

= A+B cos(θ) (5.14)

Polar curves of the form R(θ) = A + B cos(θ) are called limaçon patterns. By
assuming that the target source comes from the θ = 0 direction, the directivity
index can be found by inserting (5.14) into (5.4) [90]:

DI = 10 log

(
2[R(θ0)]2∫ π

0
[R(θ)]2 sin(θ)dθ

)
(5.15)

= 10 log

(
2[A+B]2∫ π

0
[A+B cos(θ)]2 sin(θ)dθ

)
(5.16)

= 10 log

(
2[A+B]2

A2 + 1
3B

2

)
(5.17)

The maximum directivity can be found by maximizing (5.17) with respect to
A and B. The highest DI (6 dB) is obtained for A = 1/4 and B = 3/4. The
directivity pattern with the highest directivity index is called a hypercardioid.

Also the maximum FBR can be found. Here, we insert (5.14) into (5.7):

FBR = 10 log

(∫ π/2
0

[R(θ)]2 sin(θ)dθ∫ π
π/2

[R(θ)]2 sin(θ)dθ

)
(5.18)

= 10 log

(∫ π/2
0

[A+B cos(θ)]2 sin(θ)dθ∫ π
π/2

[A+B cos(θ)]2 sin(θ)dθ

)
(5.19)

= 10 log

(
3A2 + 3AB +B2

3A2 − 3AB +B2

)
(5.20)

We maximize (5.20) with respect to A and B, and the highest FBR (11.4 dB) is
obtained for A = (

√
3−1)/2 and A = (3−

√
3)/2. The pattern with the highest

FBR is called the supercardioid.

In Table 5.1 different first order directional patterns are listed. The omnidirec-
tional pattern which has the same gain for all directions, is actually a delay-sum
beamformer. Examples of first order directional patterns are shown in Fig-
ure 5.8, and in Figure 5.9, a 3D hypercardioid directional pattern is shown.
As mentioned, we assumed that kd � π. In Figure 5.10, the hypercardioid is
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Table 5.1: Characterization of different limaçon patterns [34, 90].
Pattern A B DI (dB) FBR (dB) Null direction

Omnidirectional 1 0 0 0 –
Dipole 0 1 4.8 0 90◦

Cardioid 1
2

1
2 4.8 8.5 180◦

Hypercardioid 1
4

3
4 6.0 8.5 109◦

Supercardioid
√

3−1
2

3−
√

3
2 5.7 11.4 125◦

Figure 5.8: Normalized directivity patterns obtained for different values of A
and B in (5.14). The wavelength is λ = 20d. The crosses indicate that the
microphone array is located on the x-axis.

plotted as function of wavelength (or frequency). As we see, as kd increases,
the pattern begins to change shape, and the directivity index decreases. When
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Figure 5.9: 3D directivity pattern obtained for a superdirective the-microphone
beamformer. The shown directional pattern is a hypercardioid. The hypercar-
dioid has the maximum directivity index. The two-microphone array is placed
on the x-axis.

λ > d/2, sidelobes begins to appear. Compared to the delay-sum beamformer,
where a null occurred at a certain frequency, the null direction of the superdirec-
tive beamformer is independent of the frequency. However, frequency dependent
nulls appear if there is spatial aliasing. In Figure 5.11 we compare the response
of the delay-sum beamformer and the superdirective beamformer as function of
frequency. It can be seen that while the delay-sum beamformer have the null
placement at wavelengths of λ/2 + nλ, where n = 0, 1, 2, . . ., the superdirective
beamformer have the null placement at DC. In order to obtain a flat gain over
a wide frequency range, the high-pass effect in the superdirective beamformer
is compensated by a low-pass filter. Such a low-pass filtered response is also
shown in the figure, with a first-order LP-filter given by

HLP(z) =
1

1− ξz−1
. (5.21)

In order to ensure stability, ξ < 1. If noise is present in the system, a low-pass
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Figure 5.10: Normalized directivity patterns obtained for a delay-sum beam-
former for different wavelengths. The crosses indicate that the microphone array
is located on the x-axis. The DI is found as the ratio between the direction with
maximum gain and all other directions. As kd increases, the pattern begins to
change shape and the DI decreases.

filter would amplify the low-frequency noise too much, therefore ξ cannot be too
close to one. In Figure 5.11, ξ = 0.8.
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Figure 5.11: Magnitude responses as function of the frequency for a delay-sum
array and a differential array. The delay between the two microphones corre-
sponds to one sample. As it can be seen, the differential microphone array has
a zero gain for DC signals. To compensate for this high-pass effect and obtain-
ing a flat response over a wider frequency range, the differential beamformer is
followed by a low-pass filter. This resulting gain is also shown.

5.3.3 Linear Microphone Arrays

In the previous sections, we considered microphone arrays consisting of two mi-
crophones. Some of the results can also be extended to linear arrays consisting
of N microphones. Figure 5.12 shows linear arrays containing N omnidirec-
tional microphones. Again, directivity can be obtained by either summing or
finding the difference between all the microphone signals. As it could be seen,
the delay-sum beamformer and the differential beamformer require different ar-
ray dimensions in order to provide the desired responses. This is illustrated
in Figure 5.12 too. If the delay-sum beamformer has to work efficiently, the
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Figure 5.12: A linear microphone array. The microphone array consists of
N equally spaced microphones. For a delay-sum beamformer, the distance be-
tween two adjacent microphones is d, where d = λ/2. For a superdirectional
microphone array, the size of the whole array is d, where d� λ/2.

distance between microphones next to each other in the array should be d = 2λ.
Contrary, for the differential beamformer, the size of the whole array should
be d, where λ � d. Thus, the size of a superdirectional microphone array has
to be much smaller than the size of a delay-sum array. It can be shown that
for an N -microphone delay-sum beamformer, the maximum directivity for the
frequency corresponding to λ = d/2 can be written as function of N as [64, 32]

DImax,DS = 10 log(N). (5.22)

Also the maximum DI for a differential beamformer can be found as function of
the number of microphones. In [34], it is shown that the maximum directivity
of a superdirective beamformer is given by

DImax,SD = 10 log(N2) (5.23)
= 20 log(N). (5.24)

Even though there are some advantages of the superdirectional beamformer,
there are also some disadvantages that limits the feasibility. Because the ar-
ray size of the superdirective beamformer should be much smaller than the
wavelength, there are some physical limits. An acoustic high-fidelity signal is
in the frequency range of about 30–16000 Hz [62]. At a frequency of 16 kHz,
λ/2 ≈ 11 mm. Thus, the array size should be much smaller than 11 mm.

Another problem with differential beamformers is mismatch between micro-
phones. Most likely each microphone in the array has different frequency de-
pendent amplitude and phase response, and the microphone placement may also
be uncertain. Microphone mismatch deteriorates the directional gain.
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Figure 5.13: A circular four-microphone array placed in a coordinate system
at the locations (1,0,0), (-1,0,0), (0,0,1) and (0,0,-1)

The superdirectional microphone array is also sensitive to microphone noise. As
it was shown in Figure 5.11, the low frequencies of a superdirectional beamformer
has to be amplified. Hereby also the possible microphone noise is amplified.
The sensitivity of the microphone array increases as function of the array order
(N − 1). Further, as kd becomes smaller, the proportionally with 1/kd [34].
Therefore, currently superdirectional arrays that consists of more than about
3–4 microphones are only of theoretical interest.

5.3.4 Circular Four-microphone Array

Consider the microphone array in Figure 5.13. The four microphones placed in
the x − z-plane at the locations (1,0,0), (-1,0,0), (0,0,1), and (0,0,-1) have the
sensitivities s100, s−100, s001 and s00−1, respectively. The response r(θ, φ) is
given by

r(θ, φ) = s100e
jτx + s−100e

−jτx + s001e
jτz + s00−1e

−jτz , (5.25)

where τx = kd
2 sin(θ) cos(φ) and τz = kd

2 cos(θ). Thus the response can be
rewritten as

r(θ, φ) = s100e
j kd

2 sin(θ) cos(φ) + s−100e
−j kd

2 sin(θ) cos(φ) (5.26)

+ s001e
j kd

2 cos(θ) + s00−1e
−j kd

2 cos(θ).
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Again, we assume that kd � π. Thus the exponential can be rewritten using
the second order Taylor expansion, i.e., ex ≈ 1 + x+ x2

2 . Hereby

r(θ, φ) = s100(1 + j
kd

2
sin(θ) cos(φ)− (kd)2

8
sin2(θ) cos2(φ))

+s−100(1− j
kd

2
sin(θ) cos(φ)− (kd)2

8
sin2(θ) cos2(φ))

+s001(1 + j
kd

2
cos(θ)− (kd)2

8
cos2(θ))

+s00−1(1− j
kd

2
cos(θ)− (kd)2

8
cos2(θ))

= (s100 + s−100 + s001 + s00−1)

+j
kd

2
sin(θ) cos(φ)(s100 − s−100)

− (kd)2

8
sin2(θ) cos2(φ))(s100 + s−100)

+j
kd

2
cos(θ)(s001 − s00−1)

− (kd)2

8
cos2(θ)(s001 + s00−1)

= A+B sin(θ) cos(φ) + C sin2(θ) cos2(φ) (5.27)
+D cos(θ) + E cos2(θ),

where A = (s100+s−100+s001+s00−1), B = j kd2 (s100−s−100), C = − (kd)2

8 (s100+

s−100), D = j kd2 (s001 − s00−1), and E = − (kd)2

8 (s001 + s00−1). This expression
can be used to find the directivity index. With the desired direction given by
(θ, φ) = (π, 0), we insert (5.27) into (5.3):

DI= 10 log
 

4π[A + B + C]2R 2π
0

Rπ
0 [A + B sin(θ) cos(φ) + C sin2(θ) cos2(φ) + D cos(θ) + E cos2(θ)]2 sin(θ)dθdφ

!
,

which reduces to

DI = 10 log

(
[A+B + C]2

A2 + 1
3B

2 + 1
5C

2 + 2
3A(C + E) + 1

5D
2 + 1

5E
2 + 2

15CE

)
. (5.28)

Notice, A = (C + E)/−(kd)2

8 . Therefore (5.28) can be rewritten as

DI= 10 log
 

[(C + E)/
−(kd)2

8 + B + C]2

[(C + E)/
−(kd)2

8 ]2 + 1
3 B2 + 1

5 C2 + 2
3 ((C + E)/

−(kd)2
8 )(C + E) + 1

5 D2 + 1
5 E2 + 2

15 CE

!
.

Hereby, it can be seen that the DI is dependent on the wave number k and
hereby is dependent on the frequency f . For different frequencies, the DI is
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Table 5.2: The DI is maximized with respect to different frequencies, with
d = 10 mm

f [Hz] B C D E DI [dB]
0 -0.8000 -1.0000 0 1.0000 8.2930

500 -0.8001 -0.9999 0 1.0005 8.8926
1000 -0.8005 -0.9995 0 1.0018 8.8914
2000 -0.8027 -0.9988 0 1.0080 8.8866
10000 -0.8025 -0.8792 0 1.1271 8.6759

maximized with respect to B,C,D and E. The results1 are given in Table 5.2.
The solution for f = 0 is independent of the frequency because A = 0, and the
DI will be constant for all frequencies. Notice, all these directivity indices are
smaller than the similar maximum DI of 9.5 dB which can be obtained with
a linear three-microphone array [90]. 3D-plots of the directivity are shown in
Figure 5.14 and Figure 5.15. The four microphone summing coefficients are
given as

s100 = −j B
kd

− 4C
(kd)2

(5.29)

s−100 = j
B

kd
− 4C

(kd)2
(5.30)

s001 = −j D
kd

− 4E
(kd)2

(5.31)

s00−1 = j
D

kd
− 4E

(kd)2
(5.32)

(5.33)

Notice, by choosing another direction of the source signal than (θ, φ) = (π, 0) in
(5.3), another maximum value of the DI could be found.

5.4 Considerations on the Average Delay be-
tween the Microphones

Consider two microphones placed in a free field as illustrated in Figure 5.16. We
denote the delay between the microphones by τz. The small index z indicates
that the microphones are placed along the z-axis.

1The values of B, C, D, and E have been found by use of the Matlab function fminsearch.
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Figure 5.14: 3D directivity plot. The directivity is found for B = −0.8, C = −1,
D = 0 and E = 0. The frequency used in the calculations is f = 1000 Hz and
d = 10 mm. The DI is also shown for the z = 0 and y = 0. As it can be seen
the directivity is not rotation symmetric as in the case where the microphone
array is linear.

5.4.1 Average delay in Spherically Diffuse Noise Field

We can find the probability distribution for τz given all arrival directions are
equally likely. In a spherically diffuse noise field, all directions are equally likely.
If all directions are equally likely, the spherical coordinates are random vari-
ables Θ,Φ. Φ has a uniform distribution with the following probability density
function (pdf):

fΦ(φ) =
{

1
2π , 0 < θ ≤ 2π;
0, otherwise. , (5.34)
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Figure 5.15: 3D directivity plot with the values in Table 5.2 optimized for
f = 1000 Hz and d = 10 mm.

If Φ (the longitude) has a uniform distribution, Θ (the latitude) does not have a
uniform distribution. This can be seen by e.g. considering a globe. On a globe,
both the latitude and the longitude angles are uniformly distributed. At the
poles of a globe, the areas formed between the latitude and the longitude lines
are smaller than at the areas at the equatorial region. Uniformly distributed
longitude and latitude thus results in a non-uniform distribution of points on
the sphere (with a relatively higher probability of being near the poles). In order
to determine the distribution for θ, consider the unit sphere in Figure 5.17. The
area between the two circles dΩ is given by

dΩ = 2πrdθ, (5.35)

where r = sin(θ). Hereby

dΩ = 2π sin(θ)dθ (5.36)
= −2πd(cos(θ)). (5.37)
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Figure 5.16: Two-microphone array placed in a free-field.

The probability distribution of dΩ, P (dΩ) is found by dividing by the whole
area of the unit sphere, i.e. 4π. Hereby

P (dΩ) =
dΩ
4π

= −d(cos(θ))
2

. (5.38)

If each dΩ has the same size and is equally likely, P (dΩ) follows an uniform
distribution. Hereby, cos(θ) follows an uniform distribution too. Therefore, Θ
is a function of a random variable Ψ:

Θ = arccos(Ψ), (5.39)

where Ψ is uniformly distributed with

fΨ(ψ) =
{

1
2 , −1 < ψ < 1;
0, otherwise. (5.40)

To find the pdf of Θ, the following equation is used [56, p. 125]

fΘ(θ) =
∑
k

fΨ(ψ)
|dθ/dψ|

∣∣∣∣
ψ=ψk

(5.41)
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Figure 5.17: The area between the two broken circles is given by dΩ = 2πrdθ.

Here, dθ/dψ is
d(arccos(ψ))

dψ
=

−1√
1− ψ2

(5.42)

Inserting (5.42) into (5.41) with ψ = cos(θ) yields

fΘ(θ) =

{ √
1−cos2(θ)

2 = sin(θ)
2 , 0 ≤ θ ≤ π;

0, otherwise,
(5.43)

The pdf’s for Θ and Φ are shown in Figure 5.18.

The delay τz is described by the random variable Tz, where

Tz = cos(Θ). (5.44)
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(a) (b)

Figure 5.18: When all arrival directions for a source signal are equally likely,
the distributions for the spherical coordinates θ and φ are fΘ(θ) = sin(θ)

2 and
fΦ(φ) = 1

2π , respectively.

The pdf for Tz is found by inserting (5.39) into (5.44)

Tz = cos(arccos(Ψ)) (5.45)
= Ψ. (5.46)

Hereby we observe that average delay between the microphones Tz is uniformly
distributed with

fTz
(τz) =

{
1
2 , −1 < τz < 1;
0, otherwise. (5.47)

5.4.2 Average delay in Cylindrical Diffuse Noise Field

If, instead the sound was impinging from directions equally distributed on a
circle in a plane, the probability function of the delay would different. Now the
delay is described by the random variable T , where

T = cos(Ψ), (5.48)

with Ψ uniformly distributed as in equation (5.34). The pdf for T is given by
[56, p. 126]

fT (τ) =
{ 1

π
√

1−τ2 , −1 < τ < 1;
0, otherwise,

(5.49)
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Figure 5.19: Probability density function for the delay between two microphones
in a cylindrical diffuse noise field.

The pdf is shown in Figure 5.19

To conclude, if a sound impinges an array, and all arrival directions are equally
likely, all possible delays between the two microphones are equally likely too.
We also get some side results. In Figure 5.16, the microphone was placed sym-
metrically on the z-axis. We could as well have chosen to place the microphone
array along the x or the y axis. If the array is placed on the x-axis , the delay
would have been given as

Tx = sin(Θ) cos(Φ) (5.50)
= sin(arccos(Ψ)) cos(Φ) (5.51)

=
√

1−Ψ2 cos(Φ) (5.52)

Due to symmetry, we know that
√

1−Ψ2 cos(Φ) simply reduces to a uniform
distribution with the same distribution as Ψ. Likewise, if the microphones were
placed along the y-axis, the delay would be

Ty = sin(Θ) sin(Φ) (5.53)

=
√

1−Ψ2 sin(Φ) (5.54)
= Ψ′, (5.55)
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where Ψ′ is uniformly distributed like Ψ.

We also see that the delay between the two microphone signals is not uniformly
distributed if the noise field is cylindrically distributed.

5.4.3 Average Delay in Spherically Diffuse Noise Field for
a Circular Four-microphone Array.

The probability densities for the average delays can also be found for the delays
between the microphones in the circular array. We consider the two delays τx
and τz. τx is the delay between the two microphones placed on the x-axis and
τz is the delay between the two microphones placed on the z-axis in Figure 5.13,
respectively.

Again, we assume a source signal arrives at the microphone array from a random
direction. Given the spherical coordinates (θ, φ), the two (normalized) delays
τx and τz are given by

τx = sin(θ) cos(φ) (5.56)
τz = cos(θ). (5.57)

From Section 5.4.1, we know that the delay between two microphones in a spher-
ically diffuse noise field are given by uniform distributions. Thus the marginal
distributions are given by

fTx(τx) =
{

1
2 , −1 < τx < 1;
0, otherwise, (5.58)

and

fTz
(τz) =

{
1
2 , −1 < τz < 1;
0, otherwise. (5.47)

The two marginal probability density functions fTx
(τx) and fTz

(τz) are not
independent of each other. If one of the two delays are given, the conditional
distributions can be found, i.e. fTx(τx|τz) and fTz (τz|τx). In order to find
fTx(τx|τz), θ = arccos(τz) is inserted into (5.56). Hereby

τx = cos(φ) sin(arccos(τz)) (5.59)

= cos(φ)
√

1− τ2
z (5.60)

= cos(φ)a. (5.61)

Here, it can be seen that the conditional distribution is given by a constant
a multiplied by cos(Φ). The pdf for the random variable, which we denote
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K = cos(Φ), have the density function obtained from equation (5.49), i.e.

fK(k) =
{ 1

π
√

1−k2 , −1 < k < 1;
0, otherwise.

(5.62)

The conditional pdf for Tx = aK is given by

fTx(τx|τz) =
1
a
fK

(τx
a

)
, a > 0 (5.63)

=
1√

1− τ2
z

1
π
√

1− ( τx√
1−τ2

z

)2
(5.64)

=

{
1

π
√

1−τ2
x−τ2

z

, −
√

1− τ2
z < τx <

√
1− τ2

z ;

0, otherwise.
(5.65)

Here, the constraint τ2
x + τ2

z ≤ 1 has been applied. Also, the joint distribution
can be found by

fTx,Tz
(τx, τz) = fTx

(τx|τz)fTz
(τz) (5.66)

=
1

π
√

1− τ2
x − τ2

z

1
2

(5.67)

=

{
1

2π
√

1−τ2
x−τ2

z

, τ2
x + τ2

z ≤ 1;

0, otherwise.
(5.68)

Finally, fTz (τz|τx) is found by

fTz
(τz|τx) =

fTx,Tz
(τx, τz)

fTx(τx)
(5.69)

=

{
1

π
√

1−τ2
x−τ2

z

, −
√

1− τ2
x < τz <

√
1− τ2

x ;

0, otherwise.
(5.70)

The joint distribution is shown in Figure 5.20, and the two conditional distri-
butions are shown in Figure 5.21.
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Figure 5.20: The joint distribution is given by fTx,Tz
(τx, τz) = 1

2π
√

1−τ2
x−τ2

z

.

fTx
(τx|τz) fTz

(τz|τx)

Figure 5.21: The two conditional distributions, fTx
(τx|τz) and fTz

(τz|τx).
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Chapter 6

Source Separation

In this chapter, the source separation methods considered in this thesis are sum-
marized. The more detailed descriptions of the proposed algorithms are provided
in the appendices. Also a theoretical result concerning ICA is summarized in
this chapter.

An important contribution in this thesis is provided in Appendix G. Here, we
provide an exhaustive survey on blind separation of convolutive mixtures. In
this survey, we provide a taxonomy wherein most of the proposed convolutive
blind source separation methods can be classified. We cite most of the published
work about separation of convolutive mixtures. The survey is a pre-print of a
version which is going to be published as a book chapter.

The objective in this thesis was to develop source separation algorithms for mi-
crophone arrays small enough to fit in a hearing aid. Two source separation
algorithms are presented in this thesis. Both methods take advantage of dif-
ferential microphone signals, where directional microphone gains are obtained
from closely spaced microphones.

Gradient flow beamforming is a method, where separation of delayed sources
recorded at a small microphone array can be obtained by instantaneous ICA.
The used microphone array is a circular microphone array consisting of four
microphones similar to the one shown in Figure 5.13. Such an array has a size
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that could be applicable for a hearing aid device. For real-world applications,
we have to take convolutive sources into account. The principles of gradient flow
beamforming proposed by Cauwenberghs [27] is described in Appendix A. Here,
we also propose how we can extend the gradient flow framework in order to cope
with separation of convolutive mixtures. The proposed extension is verified by
experiments on simulated convolutive mixtures.

The papers in Appendix C–F all concern the same topic and this work is another
important contribution in this thesis. As mentioned, a problem in many source
separation algorithms is that the number of sources has to be known in advance
and the number of sources cannot exceed the number of mixtures. In order to
cope with these problems, we propose a method based on independent compo-
nent analysis and time-frequency masking in order to iteratively segregate an
unknown number of sources with only two microphones available. First, we con-
sider what happens when instantaneous ICA is applied to mixtures, where the
number of sources in the mixtures exceed the number of sensors. We find that
the mixtures are separated into different components, where each component is
as independent as possible from the other components. In the T-F domain the
two ICA outputs are compared in order to estimate binary T-F masks. These
masks are then applied to the original two microphone signals, and hereby some
of the signals can be removed by the T-F mask. The T-F mask is applied to
each of the original signals, and therefore the signals are maintained as stereo
signals. ICA can then be applied again to the binary masked stereo signals,
and the procedure is continued iteratively, until all but one signal is removed
from the mixture. This iterative procedure is illustrated in Figure 6.1 and in
Figure 6.2. Experiments on simulated instantaneous mixtures show that our
method is able to segregate mixtures that consist of up to seven simultaneous
speech signals. Another problem, where this method can be applied is to sep-
aration of stereo music into the individual instruments and vocals. When each
individual source and vocalist are available, tasks such as music transcription,
identification of instruments or identification of the vocalist become easier. In
Appendix D, we apply the method for separation of stereo music. Here, we
demonstrate that instruments that are located at spatially different positions
can be segregated from each other.

As mentioned, for real world signals, it is important that the method can take
reverberations into account. Motivated by that, we propose to change the in-
stantaneous ICA method in our iterative method by a convolutive ICA algo-
rithm. This is described in the paper in Appendix E. Furthermore, in the paper
in Appendix F we show that the method, with some extensions, is able to seg-
regate convolutive mixtures, even though an instantaneous ICA algorithm is
used. This is an advantage because instantaneous ICA is computationally less
expensive than convolutive ICA. In this paper we also provide a more thorough
evaluation of our proposed method. We demonstrate that the method is ca-
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Figure 6.1: The principles of the proposed method. The T-F plot in the upper
left corner shows the T-F distribution of a mixture consisting of six sources.
Each color denote time-frequency areas, where one of the six sources have more
energy then the other five sources. ICA is applied to the two mixtures. The two
outputs of the ICA method can be regarded as directional gains, where each of
the two ICA outputs amplify certain sources and attenuate other sources. This
is shown in the directional plot in the right side of the figure. The six colored
dots illustrate the spatial location of each of the six sources. By comparing the
two ICA outputs, which corresponds to comparing the directional patterns, a
binary mask can be created that remove the signals from directions, where one
directional pattern is greater than the other directional pattern. The binary
mask is applied to the two original signals. The white T-F areas show the
areas which have been removed from the mixture. As it can be seen, some of
colors in the T-F distribution are removed, while other colors remain in the T-F
distribution. ICA is then applied again, and from the new directional patterns,
yet another signal from the original mixture is removed. Finally, all but one
signal is extracted from the mixture by the binary mask.
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Figure 6.2: The different colors in the T-F distributions indicate areas in time
and frequency, where one source has more energy than all the other sources
(ideal binary masks) together. We see that each source is dominating in certain
T-F areas. For each iteration, binary masks are found that removes some of
the speakers from the mixture. The white areas are the areas which have been
removed. This iterative procedure is continued until only one speaker (color) is
dominant in the remaining mixture.

pable of segregating four speakers convolved with real recorded room impulse
responses obtained from a room with a reverberation time of T60 = 400 ms.

Appendix B contains a theoretical paper concerning ICA. In ICA, either the
mixing matrix A or the separation matrix W can be found. Here, we argue
that it is easier to apply a gradient descent search in order to minimize the
cost function, when the cost function is expressed as function of the separation
matrix compared to when the cost function is expressed as function of mixing
matrix. Examples on typical cost functions are shown in Figure 6.3. This is
because the points where the mixing matrix is singular are mapped into infinity
when the mixing matrix is inverted. The cost function have an infinite value in
the singular points. In the separation domain, these points are far away from
the area, where the cost function is minimized. Therefore, the gradient search
converges faster in the separation domain than in the mixing domain. This is
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L(W) L(A)

Figure 6.3: The negative log likelihood cost functions given as function of the
parameters in the separation space L(W) and in the mixing matrix space L(A).

validated by experiments. However, if instead the natural gradient is used, there
is no difference between the convergence rate, when the gradient search in the
mixing matrix domain and the separation matrix domain are compared. These
results are illustrated in Figure 6.4.
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Gradient search, L(W) Gradient search, L(A)

Natural gradient search, L(W) Natural gradient search, L(A)

Figure 6.4: The gradient descent directions shown on the two negative log like-
lihood cost functions from Figure 6.3. The circle shows the desired minima.
Both gradient directions and the natural gradient directions are shown.



Chapter 7

Conclusion

In this thesis, the focus has been on aspects within enhancement of audio signals.
Especially applications concerning enhancement of audio signals as a front-end
for hearing aids have been considered. In particular, acoustic signals recorded by
small microphone arrays have been considered. Issues concerning beamforming
and small microphone arrays were described in Chapter 5. In particular, two-
microphone arrays and a circular four-microphone array were considered. In
that context, we also proposed an extension of gradient flow beamforming in
order to cope with convolutive mixtures. This was presented in Appendix A.

Two different topics within enhancement of acoustic signals have been consid-
ered in this thesis, i.e. blind source separation and time-frequency masking.

One of the main objectives in this work was to provide a survey on the work
done within the topic of blind separation of convolutive mixtures. The objective
of this survey was to provide a taxonomy wherein the different source separation
methods can be classified, and we have classified most of the proposed methods
within blind separation of convolutive mixtures. However, in this survey we
do not evaluate and compare the different methods. The reader can use the
survey in order to achieve an overview of convolutive blind source separation,
or the reader can use the survey to obtain knowledge of the work done within
a more specific area of blind source separation. Furthermore, also other source
separation have been reviewed, i.e. CASA and beamforming techniques.
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To develop source separation methods for small microphone arrays is the other
main topic of this thesis. Especially source separation techniques by the combi-
nation of blind source separation and time-frequency masking. Time-frequency
masking methods were reviewed in Chapter 4. T-F masking is a speech en-
hancement method, where different gains are applied to different areas in time
and in frequency.

We have presented a novel method for blind separation of underdetermined
mixtures. Here, traditional methods for blind source separation by indepen-
dent component analysis were combined with the binary time-frequency mask-
ing techniques. The advantage of T-F masking is that it can be applied to
a single microphone recording, where other methods such as ICA (based on a
linear separation model) and beamforming require multiple microphone record-
ings. We therefore apply the blind source separation techniques on mixtures
recorded at two microphones in order to iteratively estimate the binary mask,
but we apply the binary T-F masking technique to do the actual segregation
of the signals. Our method was evaluated, and it successfully separated instan-
taneous speech mixtures consisting of up to seven simultaneous speakers, with
only two sensor signals available. The method was also evaluated on convolutive
mixtures from mixtures mixed with real room impulse responses. We were able
to segregate sources from mixtures consisting of four sources under reverberant
conditions. Furthermore, we have also shown that the proposed method is ap-
plicable for segregation of single instruments or vocal sounds from stereo music.
The proposed algorithm has several advantages. The method does not require
that the number of sources is known in advance, and the method can segregate
the sources from the mixture even though the number of sources exceeds the
number of microphones. Furthermore, the segregated sources are maintained as
stereo signals.

In this thesis a theoretical result regarding ICA was presented too. This result
is not related to the other work done. We show why gradient descent update is
faster, when the log likelihood cost function is given as function of the inverse
of the mixing matrix compared to when it is given as function of the mixing
matrix. When the natural gradient was applied the difference between the two
parameterizations disappeared and fast convergence was obtained in both cases.

Outlook and Future Work

A question that rises is whether the proposed methods are applicable for hearing
aids. As mentioned in the introduction, the processing delay through a hearing
aid should be kept as small as possible. In this thesis, it was chosen to disregard



77

these delay constraints, because the source separation problem still is not com-
pletely solved, even without these hard constraints. In this thesis, we therefore
used frequency resolutions much higher than what can be obtained in a hearing
aid. Future work could be to constrain these methods in order to make them
more feasible for hearing aids.

In the traditional blind source separation, very long separation filters have to
be estimated. The requirement for these very long filters means that these
methods are hard to apply in environments, where the mixing filters changes
rapidly. Segregation by T-F masking does not require such long filters, and
hence this technique may be more applicable for separation of sources in acoustic
environments, where a fast adaptation is required.

When T-F masking techniques are applied, the acoustic signal is not perfectly
reconstructed. This is not a problem as long as the perceptual quality is high.
However, it is likely that artifacts are audible in the signals to which the T-
F mask has been applied. The use of non-binary masks as well as possible
reconstruction of the missing spectral information may reduce such artifacts.
Perceptual information such as auditory masking has been applied to speech
enhancement algorithms in order to reduce the musical artifacts [41]. Such
information could also be used to constrain the gain in T-F masking methods.

As it was demonstrated in Chapter 4, the actual gain in time and in frequency
does not correspond to the gain applied by the time-frequency mask. The
influence from the signal analysis and synthesis on the actually applied gain
is an area which only have been considered by few (if any) within the T-F
masking community.
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Publications

The papers that have been produced during the past three years are presented
in the following appendices.
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Abstract. Experiments have shown that the performance of in-
stantaneous gradient flow beamforming by Cauwenberghs et al.
is reduced significantly in reverberant conditions. By expanding
the gradient flow principle to convolutive mixtures, separation in
a reverberant environment is possible. By use of a circular four-
microphone array with a radius of 5 mm, and applying convolutive
gradient flow instead of just applying instantaneous gradient flow,
experimental results show an improvement of up to around 14 dB
can be achieved for simulated impulse responses and up to around
10 dB for a hearing aid application with real impulse responses.

INTRODUCTION

The gradient flow blind source separation technique proposed by Cauwen-
berghs et al. [5] uses a four microphone array to separate 3 sound signals.
The gradient flow can be regarded as a preprocessing step in order to enhance
the difference between the signals before a blind separation algorithm is ap-
plied. The gradient flow technique requires small array sizes. Small array
sizes occur in some source separation applications such as hearing aids. Here
the physical dimensions of the microphone array may limit the separation
performance due to the very small difference between the recorded signals.
In the literature, some attempts exist to separate sound signals by use of mi-
crophone arrays with a dimension of about 1 cm [2, 6, 7]. These techniques

∗This work was supported by the Oticon Foundation



are either based on beamforming, blind source separation [3], or a combi-
nation of these techniques. The gradient flow method is able to estimate
delayed versions of the source signals, as well as the source arrival angles. As
shown in the simulations, the model may fail in reverberant environments,
i.e. when each of the source signals is convolved in time. Here, a model is
proposed that extends the instantaneous gradient flow model to a convolutive
gradient flow model. Simulations show that the convolutive model is able to
cope with reverberant situations, in which the instantaneous model fails.

INSTANTANEOUS GRADIENT FLOW MODEL

The gradient flow model is described into details in [5, 8, 10, 11]. Each
signal xpq is received by a sensor placed at location (p, q), which is shown
in Figure 1. At a point in the coordinate system r, there is a delay, τ(r),
between an incoming wavefront and the origin. The delay with respect to the
n’th source signal, sn is denoted as τn(r). It is assumed that the sources are
located in the far-field. Hence the wavefront of the incoming waves is linear.
Using that assumption the delay can be described the following way [5]:

τ(r) ≈ 1
c
r · u, (1)

where u is a unit vector pointing in the direction of the source and c is the
velocity of the wave.
Now consider a sensor placed at the coordinates (p, q) as in Figure 1. The
time delay from the source can be expressed as

τn
pq = pτn

1 + qτn
2 , (2)

where τn
1 = r1 ·un/c and τn

2 = r2 ·un/c. τn
1 and τn

2 are the time differences in
the directions of the two orthogonal vectors r1 and r2 as shown in Figure 1.
The point rpq can be described as rpq = pr1 + qr2.

Description of field

The field is described by the incoming waves. At the center of the coordinate
system, the contribution to the field from the n’th source is given by sn(t).
By using the Taylor series expansion, the field from the n’th source at the
point r in the coordinate system is given by sn(t + τn(r)), where [11]

sn(t + τn(r)) = sn(t) +
1
1!

τn(r)ṡn(t) +
1
2!

(τn(r))2s̈n(t) + . . . . (3)

Here, ˙ and¨denote the 1’st and 2’nd order derivative, respectively. Hence,
the received signal at rpq can be written as

xpq(t) =
N∑

n=1

sn(t+ τn(r)) =
N∑

n=1

sn(t)+
1
1!

τn(r)ṡn(t)+
1
2!

(τn(r))2s̈n(t)+ . . . .

(4)



Additionally, a noise term εpq(t) ∝ N(0, σ) can be added [5]. The received
signal can be approximated by using only the first two terms of (4):

xpq(t) =
N∑

n=1

sn(t + τn(r)) ≈
N∑

n=1

sn(t) + τn(r)ṡn(t). (5)

Notice, the Taylor approximation only holds, if the dimension of the array is
not too large (see [5] for details).

p

q

sn

rpq

r1

r2

un

Figure 1: Sensor placed at the point r with the position coordinates (p, q) so that
the point is described the following way: rpq = pr1 + qr2, where r1 and r2 are
orthogonal vectors. The time delay between (p, q) and the origin with respect to
the n’th source signal is denoted as τn

pq.

Gradient Flow

The spatial derivatives along the position coordinates (p, q) around the origin
in the coordinate system are found of various orders (i, j) [11].

ξij(t) ≡ ∂i+j

∂ip∂jq
xpq(t) |p=q=0 (6)

=
N∑

n=1

(τn
1 )(τn

2 )
di+j

di+jt
sn(t) (7)



Additionally, the derivative of the sensor noise νij(t) may be added.
Corresponding to (5), the 0’th and 1’st order terms yield:

ξ00(t) =
∑

n

sn(t) (8)

ξ10(t) =
∑

n

τn
1

dsn(t)
dt

=
∑

n

τn
1 ṡn(t) (9)

ξ01(t) =
∑

n

τn
2

dsn(t)
dt

=
∑

n

τn
2 ṡn(t) (10)

The estimates of the 0’th order term ξ00(t), i.e. the estimate of the field in
the origin, can be obtained from the sensors as the average of the signals
since the sensors are symmetrically distributed around the origin at the four
coordinates (0,1), (1,0), (0,-1) and (-1,0):

ξ00(t) ≈ 1
4
(x−1,0 + x1,0 + x0,−1 + x0,1). (11)

The estimates of the two 1’st order derivatives can as well be estimated from
the sensors:

ξ10(t) =
∂x

∂p
≈ ∆x

∆p
=

x1,0 − x−1,0

1 − (−1)
=

1
2
(x1,0 − x−1,0) (12)

ξ01(t) =
∂x

∂q
≈ ∆x

∆q
=

x0,1 − x0,−1

1 − (−1)
=

1
2
(x0,1 − x0,−1) (13)

By taking the time derivative of ξ00(t), the following equation can be ob-
tained.

d

dt
ξ00(t) =

N∑

n=1

d

dt
sn(t) (14)

Thus, the following instantaneous linear mixture can be obtained.




ξ̇00(t)
ξ10(t)
ξ01(t)



 ≈



1 · · · 1
τ1
1 · · · τN

1

τ1
2 · · · τN

2








ṡ1(t)

...
ṡN (t)



 (15)

This equation is of the type x = As, where only x is known. Assuming
that the source signals s are independent, (15) can be solved by independent
component analysis (see e.g. [3]).

EXTENSION TO CONVOLUTIVE MIXTURES

As mentioned in [5], the instantaneous model (15), may be extended to con-
volutive mixtures. In Figure 2, a situation is shown in which each source
signal does not only arrive from a single direction. Here, reflections of each



sn(t)

an(l)sn(t-l)

Figure 2: At the time t, a signal sn(t) originating from source n is arriving at the
sensor array. At the same time, reflections from the same source arrive from other
directions. These reflections are attenuated by the factor an and delayed by the
time lag l. Each signal received at the sensor array are therefore convolved mixtures
of the original source signals. For simplification, only a single source and a single
reflection is shown.

source signal may be present too. Each reflection is delayed by a factor l
and attenuated by an attenuated by a factor an(l). Now, similarly to (4) the
received signal xpq at the sensor at position (p, q) is described as

xpq(t) =
N∑

n=1

L∑

l=0

an(l)sn(t + τn(r, l) − l), (16)

where L is the assumed maximum time delay. Using the Taylor expansion,
each received mixture can be written as

xpq(t) =
N∑

n=1

L∑

l=0

an(l)
[
sn(t−l)+τn(r, l)ṡn(t−l)+

τn(r, l)
2

s̈n(t−l)+. . .
]

(17)

Using only the first two terms of the Taylor expansion and inserting τn(rpq, l) =
pτn

1 (l) + qτn
2 (l), (17) can be written as

xpq(t) ≈
N∑

n=1

L∑

l=0

an(l)
[
sn(t − l) + (pτn

1 + qτn
2 )ṡn(t − l)]. (18)

Similar to the instantaneous mixture case, the spatial derivatives of the con-
volutive mixture can be found from (6). The 0’th order and the 1’st order
derivatives are then similarly to (8)–(10):

ξ00(t) =
∑

n

∑

l

an(l)sn(t − l) (19)



ξ10(t) =
∑

n

∑

l

an(l)τn
1 (l)

dsn(t − l)
dt

=
∑

n

∑

l

an(l)τn
1 (l)ṡn(t − l)(20)

ξ01(t) =
∑

n

∑

l

an(l)τn
2 (l)

dsn(t − l)
dt

=
∑

n

∑

l

an(l)τn
2 (l)ṡn(t − l)(21)

The time derivative of ξ00(t) is expressed as

ξ̇00(t) =
N∑

n=1

L∑

l=0

an(l)ṡn(t − l). (22)

By expressing (22), (20) and (21) with matrix notation, the following expres-
sion can be obtained:




ξ̇00(t)
ξ10(t)
ξ01(t)



 ≈
L∑

l=0




a1(l) · · · aN (l)

a1(l)τ1
1 (l) · · · aN (l)τN

1 (l)
a1(l)τ1

2 (l) · · · aN (l)τN
2 (l)








ṡ1(t − l)

...
ṡN (t − l)



 (23)

=




a1(l) · · · aN (l)

a1(l)τ1
1 (l) · · · aN (l)τN

1 (l)
a1(l)τ1

2 (l) · · · aN (l)τN
2 (l)



 ∗




ṡ1(t)

...
ṡN (t)



 , (24)

where ∗ is the convolution operator. This is a convolutive mixture problem of
the well-known type x = A ∗ s, where only an estimate of x is known. These
estimates are found similarly to the instantaneous case from (11)–(13).

FREQUENCY DOMAIN SEPARATION

In [8], the Jade algorithm [4] was successfully applied to solve the instan-
taneous mixing ICA problem (15). The Jade algorithm is based on joint
diagonalization of 4’th order cumulants. In order to solve the convolutive
mixing problem (23), the problem is transformed into the frequency domain
[9]. Hereby, the convolution in the time domain can be approximated by
multiplications in the frequency domain, i.e. for each frequency bin,

ξ(f,m) ≈ A(f)ṡ(f,m), (25)

where m denotes the index of the frame of which the short-time Fourier trans-
form STFT is calculated. f denotes the frequency. When solving the ICA
problem in the frequency domain, different permutations for each frequency
band may occur. In order to solve the frequency permutations, the method
suggested in [1] has been used. It is assumed that the mixing matrices in the
frequency domain will be smooth. Therefore, the mixing matrix at frequency
band k, A(fk) is compared to the mixing matrix at band k − 1, A(fk−1).
This is done by calculating the distance between any possible permutations
of A(fk) and A(fk−1), i.e.

D(p) =
∑

i,j

|a(p)
ij (fk) − aij(fk−1)|, (26)



where p represents the p’th permutation. The permutation which yields the
smallest distance is assumed to be the correct permutation. Notice, for an
N × N mixing matrix, there are N ! different permutations. Therefore this
method becomes slow for large N . For a 3 × 3 mixing matrix there are only
six possible permutations.

EXPERIMENTS

Signals with synthetic impulse responses

Three speech sentences have been artificially mixed – two female speakers
and one male speaker. The duration of each speech signal is 10 seconds, and
the speech signals have a sampling frequency of 20 kHz. A demonstration
of separated sounds is available at wwm.imm.dtu.dk/~msp. The microphone
array consists of four microphones. These are placed in a horizontal plane.
An application for such a microphone array is shown in Figure 3, where
the four microphones are placed in a single hearing aid. Here, the distance
between the microphones and the center of the array is 5 mm. By use of
the gradient flow method, it is possible to separate up to three sources [8].
If there are more than three sources, an enhancement of the signals may
be achieved even though full separation of all sources isn’t possible. In the
first experiment, a convolutive mixture of the three sources is simulated. The
arrival angles as well as the attenuation factor of the reverberations have been
chosen randomly. The maximum delay in this experiment has been chosen to
25 samples. No sensor noise is added. The differentiator has been chosen to be
a 1000 order FIR differentiator estimated with a least squares approach (even
though a smaller order could be sufficient). The integrator is implemented
as a first order Alaoui IIR filter as in [8]. Here, all 200000 samples have been
used to estimate the separated sounds. In order to achieve on-line separation,
the separated sounds may be estimated using blocks of shorter duration [8].
The instantaneous Jade performs well if only the direct sounds are present,
but if reverberations exist too, the separation performance is significantly
reduced. The signal to interference ratio improvement is calculated as

∆SIR(i) = 10 log
( 〈(yi,si

)2〉
〈(∑j �=i yi,sj

)2〉
)
− 10 log

( 〈(x10,si
)2〉

〈(∑j �=i x10,sj
)2〉

)
, (27)

Here, yi,sj
is the i’th separated signal, where only the j’th of the original

signals has been sent through the mixing and unmixing system. x10,si
is the

recorded signal at the microphone at position (1,0) with only the i’th source
signal active. 〈·〉 denotes the expectation over all samples.
The ∆SIR has been found for different DFT lengths as well as the case,
where the instantaneous Jade has been applied to the convolutive mixture.
Hamming windows of the same length as the DFT has been used. An STFT
overlap of 75% has been used. Table 5.1 shows the separation results of the
convolutive mixture. As it can be seen, the length of the DFT should be at



10 mm

10 mm

Nose
θ

ϕ

Figure 3: Four microphones are placed in a hearing aid. The distance between the
microphones and the center of the array is 5 mm. By using such a configuration, it
is possible to separate up to three independent sound sources. The azimuth angle,
θ is defined according to the figure so that 0◦ is the direction of the nose. Likewise,
the elevation angle ϕ is defined according to the figure so that 0◦ corresponds to
the horizontal plane. Both angles increase in the counterclockwise direction.

least 256, in order to separate all three sources. By keeping the DFT length
constant at 512, the length of the mixing filters were increased. Here the
sources could be separated when the maximum delay of the mixing filters
were up to 200 samples. By increasing the maximum delay to 400 samples,
the separation failed. It can be seen that, the FIR separating filters have to
be significantly longer than the mixing filters in order to ensure separation.

Real impulse responses

A four-microphone array has been placed in a dummy ear on the right side
of a head and torso simulator. In an anechoic room, impulse responses have
been estimated from different directions. No sensor noise has been added.
Due to the recordings in an anechoic room, the only reflections existing are
those from the head and torso simulator. The separation results are shown
in Table 5.1. The performance is not as good as in the case of the synthetic
impulse responses. In contrast to the synthetic impulse responses, the micro-
phones may have different amplitude and phase responses. This may reduce
the performance. The ”UK female” seems to be the hardest sound to sepa-
rate, but from the listening tests, it is easy to determine the separated sound
from the two other speech signals.



Table 1: Three synthetic, artificially mixed speech signals have been

separated. The maximum delay of each convolutive mixture is 25 sam-

ples. The arrival elevation angles (ϕ) and the azimuth (θ) angles of

the direct sounds are given. The ∆SIR have been found for the instan-

taneous case and for different DFT lengths. The best separation is

achieved with a DFT length of 256 or 512.

UK Male UK female DK female
θ 0◦ −112.5◦ −157.5◦

ϕ 0◦ −21◦ 14◦

Instantaneous JADE 9.5 dB 2.4 dB 2.5 dB
DFT length=64 10.2 dB 2.4 dB 14.2 dB

DFT length=128 11.0 dB 0.5 dB 11.5 dB
DFT length=256 9.0 dB 9.2 dB 14.6 dB
DFT length=512 8.9 dB 8.5 dB 16.5 dB

DFT length=1024 6.5 dB 8.7 dB 16.2 dB

Table 2: Signals generated from real impulse responses recorded by

a four-microphone array placed in the right ear of a head and torso

simulator inside an anechoic room. No noise has been added. Here, the

”UK female” is the hardest sound to separate. When listening to the

sounds, all of them seems to be separated. When the DFT becomes

too long, the separation decreases. One explanation could be that the

attempt to solve the permutation ambiguity fails.

UK Male UK female DK female
θ 0◦ −112.5◦ −157.5◦

ϕ 0◦ −21◦ 14◦

Instantaneous JADE 2.6 dB 2.2 dB 9.6 dB
DFT length=64 10.6 dB 1.6 dB 8.3 dB

DFT length=128 11.7 dB -0.4 dB 5.8 dB
DFT length=256 13.1 dB 0.5 dB 6.1 dB
DFT length=512 13.9 dB -0.2 dB 3.6 dB

DFT length=1024 9.8 dB 0.0 dB 2.6 dB

CONCLUSION AND FUTURE WORK

The performance by the instantaneous gradient flow beamforming is reduced
significantly in reverberant mixtures. By expanding the gradient flow prin-
ciple to convolutive mixtures, it is possible to separate convolutive mixtures
in cases where the instantaneous gradient flow beamforming fails. It has
been shown that the extension to convolutive mixtures can be achieved by
solving a convolutive ICA problem (23) instead of solving an instantaneous
ICA problem (15). A frequency domain Jade algorithm has been used to
solve the convolutive mixing problem. In order to cope with a more difficult
reverberant environment, other convolutive separation algorithms should be
investigated. The mixing coefficients (23) are expected to have certain val-
ues. E.g. the first row in the mixing matrices is significantly larger than the



two other rows. Prior information on the coefficients of the mixing filters
could as well be used in order to improve the separation. The knowledge of
the delays in the mixing filters may as well be used in order to determine the
arrival angles of the mixed sounds.

ACKNOWLEDGEMENT

The authors would like to thank Jan Larsen and Ulrik Kjems for useful com-
ments and valuable discussions. We also acknowledge the financial support
by the Oticon Foundation.

REFERENCES
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ABSTRACT

When the ICA source separation problem is solved by maximum
likelihood, a proper choice of the parameters is important. A com-
parison has been performed between the use of a mixing matrix
and the use of the separation matrix as parameters in the likeli-
hood. By looking at a general behavior of the cost function as
function of the mixing matrix or as function of the separation ma-
trix, it is explained and illustrated why it is better to select the
separation matrix as a parameter than to use the mixing matrix as
a parameter. The behavior of the natural gradient in the two cases
has been considered as well as the influence of pre-whitening.

1. INTRODUCTION

Consider the independent component analysis (ICA) problem, where
n sources s = [s1, . . . , sn]T are transmitted through a linear mix-
ing system and observed by n sensors. The mixing system is de-
scribed by the mixing matrix A, and the observations are denoted
by x = [x1, . . . , xn]T . This leads to the following equation

x = As, (1)

where only the observations x are known. The objective is to find
an estimate y of the original sources. This can be done by estimat-
ing the separation mixing matrix W = A−1, so that

y = Wx, (2)

Notice, the source estimates may be arbitrarily permuted or scaled.
The separation matrix can either be found directly or it can be
found by finding an estimate of the mixing matrix and afterwards
inverting the mixing matrix, provided that A is invertible. Here,
the classical likelihood source separation is considered.

2. LIKELIHOOD SOURCE SEPARATION

A possible method for solving the ICA problem is the maximum
likelihood principle [1]. The ML is closely related to other ICA
methods [2] such as the infomax method [3], or maximum a pos-
teriori MAP methods [4], [5]. In maximum likelihood source sep-
aration, the probability of a dataset given the parameters θ of the
model should be maximized. In this particular case, for the data
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x, the parameters are given by either the separation matrix W or
by the mixing matrix A. Thus, the likelihood can be expressed by
either

p(x|W) = | det W|
∏

m

pm(
∑

n

Wmnxn). (3)

or

p(x|A) =
1

| det A|
∏

m

pm(
∑

n

A−1
mnxn) (4)

Here, pm(
∑

n A−1
mnxn) = pm(

∑
n Wmnxn) = p(sm) is the

probability density function of the m’th source signal. For source
signals such as speech, a heavy tailed source distribution is chosen.
One way of maximizing the likelihood, is to minimize the negative
logarithm of the likelihood. Given the likelihood functions in (3)
and (4), the negative log likelihood functions are given in terms of
either W or in terms of A as:

L(W) = − ln | det(W)| −
∑

m

ln pm(
∑

n

Wmnxn) (5)

L(A) = ln | det(A)| −
∑

m

ln pm(
∑

n

A−1
mnxn). (6)

The respective gradients of (5) and (6) are given by [6]

∂L(W)

∂W
= −(I + zyT )AT (7)

∂L(A)

∂A
= WT (I + zyT ). (8)

Here z = ∂ ln pm(y)
∂y is a nonlinear mapping of y. Choosing z =

− tanh(y) corresponds to a probability density function for y pro-
portional to 1

cosh(y) . This pdf is heavier tailed than e.g. a Gaussian
distribution. I is the identity matrix. The gradient descent update
steps are then

W := W + µW (I + zyT )AT (9)

A := A − µAWT (I + zyT ), (10)

where µW and µA are learning rates. The learning rates can be
constant or they can vary as a function of the update step. These
algorithms may as well be made into iterative batch versions [7]
by averaging over the samples:

W := W + µW (I + E[zyT ])AT (11)

A := A − µAWT (I + E[yzT ]). (12)

Here, E[·] denotes the expectation and each sample is assumed to
be independent of the other samples.



3. COMPARISON BETWEEN THE LIKELIHOOD
FUNCTIONS

First consider the cost function L(A). In many source separation
problems, the values of the mixing matrix will be relatively close
to zero. Large values of A are not very likely. If it is assumed that
there is a limit on how large |Aij | can be, the n2-dimensional space
occupied by the cost function L(A) is limited by this maximum
value and it is possible to ”view” the whole cost function because
it only occupies a finite part of the A-space. Because the whole
cost function is within a finite space, the points where A is singular
exist in this space too. At a singular point, the cost function L(A)
becomes infinitely large. This makes it hard for gradient descent
algorithms to find a minima in a limited space with the existence
of infinite values. Now consider L(W). The space spanned by
the n × n elements in W is infinitely large because a limit in the
A-space doesn’t limit the W-space. Now consider the behavior of
the singular points in the A-space when they are mapped into the
W-space. Recall that the {i, j}’th element of an inverse matrix
can be written as

Wij = (A−1)ij =
adj(Aij)

det A
, (13)

where adj is the adjoint matrix. The adjoint matrix, can be found
by the following steps:

1. Remove the jth row and the ith column of (A)ij .

2. Find the determinant of the remaining part and

3. multiply by (−1)i+j .

This means that the A−1 is proportional to 1
det A . At the points

where A is singular, its determinant is 0. Thus, when A becomes
singular, W becomes infinitely large so all the points in the A-
space, where L(A) = ∞ are mapped into the W-space far away
from the origin and will therefore not disturb the gradient. Because
large values of A are unlikely, | det A| is prevented from becoming
too large and hereby, the determinant of W is prevented from being
close to 0. Hence, it is unlikely that W becomes singular.

4. SIMULATION EXAMPLE

The elements of a 3 × 3 mixing matrix have been drawn from
a Gaussian distribution with zero mean and a standard deviation
equal to one:

A =




0.8644 0.8735 −1.1027
0.0942 −0.4380 0.3962
−0.8519 −0.4297 −0.9649



 (14)

Hereby,

W = A−1 =




0.7872 1.7481 −0.1818
−0.3275 −2.3546 −0.5927
−0.5492 −0.4949 −0.6120



 (15)

In order to find E[zyT ], 3 × 1000 samples have been drawn from
the 1/ cosh-distribution1. The behavior of the two cost functions
L(A) and L(W) are considered as function of two parameters in A
and W, respectively while the other parameters are kept constant.

1Artificial data y which is 1
cosh

-distributed can be generated from uni-
formly distributed data as Y = ln | tan(X)|, where X is a uniformly
distributed random variable over the interval 0 < x < π.

Figure 1 and figure 2 show the cost function L(W) as function of
W11 and W21. Figure 1 shows the negative direction of the gra-
dients. The circle (◦) is placed at the correct values of W11 and
W12, which also can be seen in (15). It can be seen that the neg-
ative gradient directions are pointing toward the global minimum,
where the circle is located, or toward a local minimum. When con-
sidering figure 2, it can be seen that as L(W) is increased, when
|W11| or |W21| is increased. Now consider figure 3. Here L(A)
is shown as function of A11 and A21. Here too, the negative gra-
dient directions point toward the minima. In figure 4 the shape of
L(A) can be seen. The values, where A is close to singular can
clearly be seen and not far from these singular values, the global
minimum exists. Due to these huge differences in the cost func-
tion within a quite small range, it can be hard to find the correct
solution. This is also illustrated in figure 5. Here the value of
the two cost functions L(A) and L(W) are shown as function of
the number of iterations. The two learning rates are kept constant.
They have been chosen such that the cost functions are minimized
as fast as possible. The two learning rates has been found to be
µA = 0.03 and µW = 0.3. It can be seen that more iterations are
needed in order to find A than to find W. Further, it can be seen
that L(A) hasn’t reached the minimum after 200 iterations. Actu-
ally, after 200 iterations the sources are not separated at all when
L(A) is minimized. This can be explained by considering the cost
function in figure 4. At the areas around the minimum of L(A), the
cost function has almost the same value as at the minimum. This
makes it very hard to minimize, since the gradient decent steps
are very small. Even after 500 iterations, the separation quality
[8] of the three sources is only between 13 and 41 dB while the
separation quality of the sources, where the L(W) is minimized is
between 36 and 88 dB. Even though only L(A) and L(W) have
been investigated as function of two parameters in each matrix,
the shown behavior of L(A) and L(W) is believed to be a general
behavior for any of the parameters.

4.1. Natural Gradient learning

By using natural gradient descent [9] instead of gradient descent,
the cost functions may be minimized with a smaller number of
iterations. The natural gradients are obtained by multiplying the
gradient in (7) by WT W on the right side and the gradient in (8)
by AAT on the left side. Hereby, the natural gradient steps are
given by [10]

∆WNG = −(I + E[zyT ])W (16)

∆ANG = A(I + E[zyT ]). (17)

The natural gradient update steps have been used in the separation
problem. As it can be seen in figure 5, the separation performance
works equally well whether the natural gradient is used in the A-
domain or in the W-domain. Hereby, it seems that the natural gra-
dient is able to erase the convergence difference between updating
the algorithm in the A-domain and in the W-domain.

4.2. Pre-whitening

Pre-whitening of the data may simplify the separation problem.
After pre-whitening the data x is uncorrelated and

E[xxT ] = I (18)

The update equations (11), (12), (16) and (17) have been applied
in the case, where the data has been pre-whitened. Figure 6 shows
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Fig. 2. The cost function L(W) as function of W11 and W21.
As it can be seen, as the parameters in W are increased, L(W) is
increased too.

how the cost functions are minimized as function of the number of
iterations. As it can be seen, the convergence time is significantly
improved. Still, when A is updated in the A-domain without the
natural gradient, convergence is slow compared to updating in the
W-domain.
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Fig. 4. The cost function L(A) as function of A11 and A21. As it
can be seen, the cost function is dominated by a high ridge, where
the mixing matrix is close to singular, and some flat areas. Com-
pared to the cost function in figure 2, it is much harder to find the
global minima.

5. CONCLUSION

When performing source separation based on minimizing a cost
function by gradient descent, the shape of the cost function is im-
portant. By comparing the negative log likelihood cost function as
either function of the mixing matrix or as function of the separation
matrix, the contours of the cost functions are very different. Due
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Fig. 5. The cost function L(A) and L(W) as function of the num-
ber of iterations. The constant learning rates are selected in order
to minimize the number of iterations in order to ensure conver-
gence. After 200 iterations, only L(W) has been minimized. Even
though L(A) seems to have been minimized as well, A has not
been correctly estimated. Only a value of A somewhere at the flat
areas in figure 4 has been found, and much more iterations are
needed in order to find the correct value of A. Also, the mini-
mization as function of the iterative update by use of the natural
gradient is shown. Here, the cost functions are minimized by use
of a smaller number of iterations and fast convergence is achieved
for the update of A as well as W. By using the natural gradient,
the difference between updating the algorithm in the two domains
seems to have disappeared.

to these different behaviors of the cost functions, it has been found
that it is much easier to minimize the negative log likelihood, when
it is a function of the separation matrix than as function of the mix-
ing matrix. If the natural gradient is applied in the mixing domain,
it is able to cope with the difficult contour of the cost function. But
in problems, where the natural gradient is hard to find, a proper
choice of the parameters may be crucial. Also pre-whitening has
been considered. By pre-whitening the data before applying the
ICA algorithm, the convergence is significantly increased. The re-
sults may be generalized to more difficult problems such as e.g.
convolutive ICA.
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ABSTRACT

A limitation in many source separation tasks is that the number
of source signals has to be known in advance. Further, in order
to achieve good performance, the number of sources cannot ex-
ceed the number of sensors. In many real-world applicationsthese
limitations are too strict. We propose a novel method for over-
complete blind source separation. Two powerful source separation
techniques have been combined,independent component analysis
and binary time-frequency masking. Hereby, it is possible to it-
eratively extract each speech signal from the mixture. By using
merely two microphones we can separate up to six mixed speech
signals under anechoic conditions. The number of source signals
is not assumed to be known in advance. It is also possible to main-
tain the extracted signals as stereo signals.

1. INTRODUCTION

Blind source separation (BSS) addresses the problem of recover-
ing N unknown source signalss(n) = [s1(n), . . . , sN(n)]T from
M recorded mixturesx(n) = [x1(n), . . . , xM (n)]T of the source
signals. The term blind refers to that only the recorded mixtures
are known. An important application for BSS is separation of
speech signals. The recorded mixtures are assumed to be linear
superpositions of the source signals, i.e.

x(n) = As(n) + ν(n), (1)

whereA is anM × N mixing matrix andn denotes the discrete
time index. ν(n) is additional noise. A method to retrieve the
original signals up to an arbitrary permutation and scalingis inde-
pendent component analysis (ICA) [1]. In ICA, the main assump-
tion is that the source signals are independent. By applyingICA,
an estimatey(n) of the source signals can be obtained by finding
a (pseudo)inverseW of the mixing matrix so that

y(n) = Wx(n). (2)

Many methods require that the number of source signals is
known in advance. Another drawback of most of these methods
is that the number of source signals is assumed not to exceed the
number of microphones, i.e.M ≥ N . Even if the mixing process
A is known, it is not invertible, and in general, the independent
components cannot be recovered exactly [1]. In the case of more
sources than sensors, theovercomplete/underdetermined case, suc-
cessful separation often relies on the assumption that the source

signals are sparsely distributed - either in the time domain, in the
frequency domain or in the time-frequency (T-F) domain [2],[3],
[4], [5]. If the source signals do not overlap in the time-frequency
domain, high-quality reconstruction could be obtained [4].

However, there is overlap between the source signals. In this
case, good separation can still be obtained by applying a binary
time-frequency mask to the mixture [3], [4]. Incomputational
auditory scene analysis, the technique of T-F masking has been
commonly used for years (see e.g. [6]). Here, source separa-
tion is based on organizational cues from auditory scene analysis
[7]. More recently the technique has also become popular in blind
source separation, where separation is based on non-overlapping
sources in the T-F domain [8]. T-F masking is applicable to source
separation/ segregation using one microphone [6], [9] or more than
one microphone [3], [4]. T-F masking can be applied as a binary
mask. For a binary mask, each T-F unit is either weighted by one
or by zero. In order to reduce musical noise, more smooth masks
may also be applied [10]. An advantage of using a binary mask is
that only a binary decision has to be made [11]. Such a decision
can be based on, e.g., clustering [3], [4], [8], or direction-of-arrival
[12]. ICA has been used in different combinations with the binary
mask. In [12], separation is performed by removing signals by
maskingN − M signals and afterwards applying ICA in order
to separate the remainingM signals. ICA has also been used the
other way around. In [13], it has been applied to separate two
signals by using two microphones. Based on the ICA outputs, T-
F masks are estimated and a mask is applied to each of the ICA
outputs in order to improve the signal to noise ratio.

In this paper, a novel method for separating an arbitrary num-
ber of speech signals is proposed. Based on the output of a square
(2 × 2) ICA algorithm and binary T-F masks, this method itera-
tively segregates signals from a mixture until an estimate of each
signal is obtained.

2. GEOMETRICAL INTERPRETATION OF
INSTANTANEOUS ICA

We assume that there is an unknown number of acoustical source
signals but only two microphones. It is assumed that each source
signal arrives from a certain direction and no reflections occur, i.e.
an anechoic environment. In order to keep the problem simple,
the source signals are mixed by an instantaneous mixing matrix
as in eq. (1). Due to delays between the microphones, instanta-
neous ICA with a real-valued mixing matrix usually is not applica-
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Table 1. The six speech signals. All speakers use raised voice as
if they were speaking in a noisy environment.

Abbreviation Description
CNf Female speech in Chinese

NLm Male speech in Dutch
FRm Male speech in French

ITf Female speech in Italian
UKm Male speech in English
RUf Female speech in Russian

ble to signals recorded at an array of microphones, but if themi-
crophones are placed at exact same location and the microphones
have different responses for different directions, the separation of
delayed sources can be approximated by the instantaneous model
[14]. Hereby, a combination of microphone gains correspondto a
certain directional pattern. Therefore, two directional microphone
responses are used. The two microphone responses are chosen
as functions of the directionθ as r1(θ) = 1 + 0.5 cos(θ) and
r2(θ) = 1 − 0.5 cos(θ), respectively. The two microphone re-
sponses are shown in figure 1. It is possible to make two such di-
rectional patterns by adding and subtracting omnidirectional sig-
nals from two microphones placed closely together. Hence, the
mixing system is given by

A(θ) =

�
r1(θ1) · · · r1(θN)
r2(θ1) · · · r2(θN)

�
. (3)

Different speech signals are used as source signals. The used
signals are sampled with a sampling frequency of 10 kHz and the
duration of each signal is 5 s. The speech signals are shown in
table 1.

2.1. More sources than sensors

Now consider the case whereN ≥ (M = 2). When there are
only two mixed signals, a standard ICA algorithm only has two
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Fig. 2. The polar plots show the gain for different directions. ICA
is applied with two sensors and six sources. The two dots at the
periphery show the null directions. The lines pointing out from the
origin denote the true direction of the speech sources. The three-
letter abbreviations (see table 1) identifies the differentspeech sig-
nals which have been used. As it can be seen from the figure,
the ICA solution tends to place the null towards sources spatially
close to each other. Therefore, each of the two outputs is a group
of signals spatially close to each other.

output signalsy(n) = [y1(n), y2(n)]T . Since the number of sep-
arated signals obtained by (2) is smaller than the number of source
signals,y does not contain the separated signals. Insteady is an-
other linear superposition of each of the source signals, where the
weights are given byG = WA instead of justA as in (1). Hereby,
G just corresponds to another weighting depending onθ. These
weights makey1(n) andy2(n) as independent as possible. This
is illustrated in figure 2. An implementation of the infomax ICA
algorithm [15] has been used. The BGFS method has been used
for optimization [16]1. The figure shows the two estimated spatial
responses fromG(θ) in the overdetermined case. The response
of them’th output is given by|wT

ma(θ)|, wherewm is the sepa-
ration vector from them’th output anda(θ) is the mixing vector
for the arrival directionθ [17]. By varyingθ over all possible di-
rections, directivity patterns can be created as shown in figure 2.
The estimated null placement is illustrated by the two rounddots
placed at the periphery of the polar plot. The lines pointingout
from the origin illustrate the correct direction of the source sig-
nals. Here, the sources are uniformly distributed in the interval
[0◦ ≤ θ ≤ 180◦]. As it can be seen, the nulls do not cancel single
sources out. Rather, a null is placed at a direction pointingtowards
a group of sources which are spatially close to each other. Here, it
can be seen that the first output,y1(n), the signals NLm and FRm
are dominating and in the second output,y2(n), the signals UKm,
ITf and CNf are dominating. The sixth signal, RUf exists in both
outputs. This new weighting of the signals can be used to estimate
binary masks.

1Matlab toolbox available fromhttp://mole.imm.dtu.dk/
toolbox/ica/



3. BLIND SOURCE EXTRACTION WITH ICA AND
BINARY MASKING

A flowchart for the algorithm is given in figure 3. As described
in the previous section, a two-input-two-output ICA algorithm is
applied to the input mixtures, disregarding the number of source
signals that actually exist in the mixture. The two output signals
are arbitrarily scaled. The scaling is fixed by using knowledge
about the microphone responses. Hereby, the two null directions
can be found. The two output signals are scaled such that where
one directional response has a null, the other response has aunit
gain. The two re-scaled output signals,ŷ1(n) andŷ2(n) are trans-
formed into the frequency domain e.g. by use of the Short-Time
Fourier Transform STFT so that two spectrograms are obtained:

ŷ1 → Y1(ω, t) (4)

ŷ2 → Y2(ω, t), (5)

whereω denotes the frequency andt is the time index. The binary
masks are then determined by for each T-F unit comparing the
amplitudes of the two spectrograms:

BM1(ω, t) = τ |Y1(ω, t)| > |Y2(ω, t)| (6)

BM2(ω, t) = τ |Y2(ω, t)| > |Y1(ω, t)|, (7)

whereτ is a threshold. Next, each of the the two binary masks is
applied to the original mixtures in the T-F domain, and by this non-
linear processing, some of the speech signals areremoved by one
of the masks while other speakers are removed by the other mask.
After the masks have been applied to the signals, they are recon-
structed in the time domain by the inverse STFT. If there is only a
single signal left in the masked output, defined by the selection cri-
teria in section 3.1, i.e. all but one speech signal have beenmasked,
this signal has been extracted from the mixture and it is saved. If
there are more than one signal left in the masked outputs, ICAis
applied to the two masked signals again and a new set of masks are
created based on (6), (7) and the previous masks. The use of the
previous mask ensures that T-F units that have been removed from
the mixture are not reintroduced by the next mask. This is done by
an element-wise multiplication between the previous mask and the
new mask. This iterative procedure is followed until all masked
outputs consist of only a single speech signal. Notice, the output
signals are maintained as two signals. Stereo signals created with
directional microphones placed at the same location with anan-
gle between the directional patterns of90◦ (here180◦) are termed
XY-stereo.

3.1. Selection criterion

Further processing on a pair of masked signals should be avoided
in two cases. If all but one signal have been removed or if too much
has been removed so that there is no signal left after applying the
mask. The decisions are based on the eigenvalues of the covariance
matrix between the masked sensor signals. The covariance matrix
is calculated as

R = 〈x̂x̂T 〉, (8)

where〈·〉 denotes the expectation with respect to the whole signal,
andx̂ is the two time domain signals of which the binary mask has
been applied. If̂x only contains one signal, the covariance ma-
trix is singular, and the smallest eigenvalueλmin is approximately
equal to zero [18]. Since parts of the other signals may remain af-
ter masking, the smallest eigenvalue is equal to the noise variance
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Fig. 3. Flowchart showing the main steps of the proposed algo-
rithm. From the output of the ICA algorithm, binary masks are
estimated. The binary masks are applied to the original signals
which again are processed through the ICA step. Every time the
output from one of the binary masks is detected as a single signal,
the signal is stored. The iterative procedure stops when alloutputs
only consist of a single signal.

of these remaining signals. Therefore, ifλmin is smaller than a
certain noise thresholdτλmin

, it is assumed that there is less than
two signals and no further processing is necessary. In orderto dis-
criminate between zero or one signal, the largest eigenvalue λmax

is considered. Ifλmax is smaller than a certain thresholdτλmax
,

the output is considered of such a bad quality that the signalshould
be thrown away.

3.2. Finding the remaining signals

Since some signals may have been removed by both masks, all T-F
units that have not been assigned the value ‘1’ are used to create a
remaining mask, and the procedure is applied to the mixture signal
of which the remaining mask is applied, to ensure that all signals
are estimated. Notice, this step has been omitted from figure3.

4. EVALUATION

The algorithm described above has been implemented and evalu-
ated with mixtures of the six signals from table 1. For the STFT,



an FFT length of 2048 has been used. This gives a frequency res-
olution of 1025 frequency units. A Hanning window with a length
of 512 samples has been applied to the FFT signal and the frame
shift is 256 samples. A high frequency resolution is found tobe
necessary in order to obtain good performance. The samplingfre-
quency of the speech signals is 10 kHz. The three thresholdsτ ,
τλmin

andτλmax
have been found from initial experiments. In the

ICA step, the separation matrix is initialized by the identity ma-
trix, i.e. W = I. In order to test robustness,W was also initialized
with a random matrix with values uniformly distributed overthe
interval [0,1]. The different initialization did not affect the result.
When using a binary mask, it is not possible to reconstruct the
speech signal as if it was recorded in the absence of the interfering
signals, because the signals partly overlap. Therefore, asa compu-
tational goal for source separation, theideal binary mask has been
suggested [11]. The ideal binary mask for a signal is found for
each T-F unit by comparing the energy of the desired signal tothe
energy of all the interfering signals. Whenever the signal energy
is highest, the T-F unit is assigned the value ‘1’ and whenever the
interfering signals have more energy, the T-F unit is assigned the
value ‘0’. As in [9], for each of the separated signals, the percent-
age of energy lossPEL and the percentage of noise residuePNR are
calculated:

PEL =

X
n

e
2

1(n)X
n

I
2(n)

(9)

PNR =

X
n

e
2

2(n)X
n

O
2(n)

, (10)

whereO(n) is the estimated signal, andI(n) is the recorded mix-
ture resynthesized after applying the ideal binary mask.e1(n) de-
notes the signal present inI(n) but absent inO(n) ande2(n) de-
notes the signal present inO(n) but absent inI(n). Also the sig-
nal to noise ratio (SNR) is found. Here the SNR is defined using
the resynthesized speech from the ideal binary mask as the ground
truth

SNR= 10 log
10

" X
n

I
2(n)X

n

(I(n) − O(n))2

#
. (11)

The algorithm has been applied to mixtures consisting of up
to six signals. In all mixing situations, the signals have been uni-
formly distributed in the interval[0◦ ≤ θ ≤ 180◦]. The separation
results are shown in figure 4 and in table 2.

Two ideal binary masks have been found – one for each mi-
crophone signal. In all cases, all the signals have been segregated
from the mixture. In most cases also the correct number of signals
is estimated. Only in the case of three mixtures, one of the source
signals is estimated twice. The double extraction is causedby the
selection criteria. Based on the chosen thresholds, the selection
criteria in some cases allows a signal to be extracted more than
once. In the case of the six mixtures from figure 2, the six esti-
mated binary masks are shown in figure 5 along with the estimated
ideal binary masks from each of the two microphone signals. The
input SNR (SNRi) is shown in figure 4 too. The SNRi is the ratio
between the desired signal and the noise in the recorded mixtures.
The separation quality decreases when the number of signalsis
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Fig. 4. The signal to noise ratio as function of the number of
source signals. The average SNR for the mixtures before separa-
tion (SNRi) is shown as well as the average SNR after separation
calculated by eq. (11). In the case of three signals, the incorrectly
estimated signal is ignored (see table 2).

increased. This is expected because when the number of mixed
signals is increased, the mixtures become less sparse. Random dis-
tributions of the source directions as well as more than six signals
have also been examined. Here, in general, not all the sources are
separated from each other. If the arrival angles between signals
are too narrow, these signals may be detected as a single signal,
and they are not separated. Listening tests validate the separation
results. This method differs from previous methods which use a
binary mask and two microphones [3], [4]. In [3], binaural cues
have been applied for separation, i.e interaural time and intensity
differences. In [4], the separation is likewise based on amplitude
and time difference of each source. Here separation is basedon
clustering of T-F units that have similar amplitude and phase prop-
erties. In our approach too, separation can only be achievedif the
source signals have different spatial positions, but the separation
criterion is based on independence between the source signals.

5. CONCLUDING REMARKS

A novel method of blind source separation of has been described.
Based on sparseness and independence, the method iteratively ex-
tracts all the speech signals without knowing the signals inad-
vance. An advantage of this method is that stereo signals aremain-
tained through the processing. So far, the method has been applied
to successful separation of up to six speech signals under anechoic
conditions by use of two microphones. Future work will include
separation of mixtures in reverberant environment, a more blind
solution of the scaling problem, and improved techniques for the
stopping criteria based on detection of a single signal. Alterna-
tive to using a linear frequency scale, a frequency scale that mod-
els the auditory system more accurately could be used, because
an auditory-based front-end is reported to be more robust than a
Fourier-based analysis in the presence of background interference
[9]. The use of more than two sensors could also be investigated.
By using more than two sensors, a better resolution can be obtained
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Fig. 5. For a mixture of 6 mixed speech signals, binary masks have been estimated for each of the 6 speech signals. The black areas
correspond to the mask value ‘1’ and the white areas correspond to the mask value ‘0’. The results are shown together with the calculated
ideal binary masks of each of the two microphone signals. The signals (a)–(f) appear in the order which they were extracted from the
mixture. The first three signals (a)–(c) were extracted after two iterations, the next two signals (d), (e) were extracted after three iterations.
The last signal (f) was extracted from the remaining mask as described in section 3.2.



Table 2. Separation results. Mixtures consisting from two up to six
signals have been separated from each other successfully. In most
cases, the correct number of sources has been extracted. Only in
the case of three source signals, one of the signals has been esti-
mated twice. Here the average performance has been calculated
with(†) and without the extra signal. The signals appear in the
order which they were extracted from the mixture.

Separated Microphone 1 Microphone 2
Signal PEL(%) PNR(%) PEL(%) PNR(%)
UKm 0.01 8.42 6.83 0.00
FRm 7.13 0.00 0.00 6.11

Average 3.57 4.21 3.41 3.06
NLm 0.11 2.46 3.84 0.06
CNf 5.28 0.16 0.26 2.81
CNf† 86.39 13.12 88.97 63.95
RUf 6.74 11.55 6.17 17.26

Average† 24.63 6.82 24.81 21.02
Average 4.04 4.72 3.43 6.71

CNf 1.27 13.25 3.78 13.79
RUf 2.14 17.64 17.26 3.24
FRm 5.37 2.77 1.01 10.79
UKm 19.60 8.00 14.67 4.60

Average 7.09 10.41 9.18 8.11
RUf 10.65 20.00 24.17 17.70
NLm 8.11 4.13 13.58 1.84
FRm 9.81 17.68 1.32 22.37
ITf 19.20 4.37 4.87 6.92
CNf 4.74 15.55 5.13 16.93

Average 10.50 12.35 9.81 13.15
CNf 8.72 28.20 6.77 21.92
NLm 11.96 15.45 16.32 11.47
FRm 16.05 34.95 29.05 28.72
ITf 29.69 26.87 20.36 23.08

UKm 35.56 6.14 23.26 8.38
RUf 19.58 46.57 28.14 35.33

Average 20.26 26.36 20.65 21.48

and ambiguous arrival angles may be avoided. Also applications
for other types of sparse signals could be examined.
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Abstract. In this paper we propose to use an instantaneous ICA method
(BLUES) to separate the instruments in a real music stereo recording.
We combine two strong separation techniques to segregate instruments
from a mixture: ICA and binary time-frequency masking. By combining
the methods, we are able to make use of the fact that the sources are
differently distributed in both space, time and frequency. Our method is
able to segregate an arbitrary number of instruments and the segregated
sources are maintained as stereo signals. We have evaluated our method
on real stereo recordings, and we can segregate instruments which are
spatially different from other instruments.

1 Introduction

Finding and separating the individual instruments from a song is of interest
to the music community. Among the possible applications is a system where
e.g. the guitar is removed from a song. The guitar can then be heard by a
person trying to learn how to play. At a later stage the student can play the
guitar track with the original recording. Also when transcribing music to get
the written note sheets it is a great benefit to have the individual instruments
in separate channels. Transcription can be of value both for musicians and for
people wishing to compare (search in) music. On a less ambitious level identifying
the instruments and finding the identity of the vocalist may aid in classifying
the music and again make search in music possible. For all these applications,
separation of music into its basic components is interesting. We find that the
most important application of music separation is as a preprocessing step.

Examples can be found where music consists of a single instrument only, and
much of the literature on signal processing of music deals with these examples.
However, in the vast majority of music several instruments are played together,
each instrument has its own unique sound and it is these sounds in unison that
produce the final piece. Some of the instruments are playing at a high pitch and

⋆ This work is supported by the Danish Technical Research Council (STVF), through
the framework project ”Intelligent Sound”, STVF no. 26-04-0092 and the Oticon
Foundation.



some at a low, some with many overtones some with few, some with sharp onset
and so on. The individual instruments furthermore each play their own part in
the final piece. Sometimes the instruments are played together and sometimes
they are played alone. Common for all music is that the instruments are not all
playing at the same time. This means that the instruments to some extent are
separated in time and frequency. In most modern productions the instruments
are recorded separately in a controlled studio environment. Afterwards the dif-
ferent sources are mixed into a stereo signal. The mixing typically puts the most
important signal in the center of the sound picture hence often the vocal part
is located here perhaps along with some of the drums. The other instruments
are placed spatially away from the center. The information gained from the fact
that the instruments are distributed in both space, frequency and time can be
used to separate them.

Independent component analysis (ICA) is a well-known technique to sep-
arate mixtures consisting of several signals into independent components [1].
The most simple ICA model is the instantaneous ICA model. Here the vector
x(n) of recorded signals at the discrete time index n is assumed to be a linear
superposition of each of the sources s(n) as

x(n) = As(n) + ν(n), (1)

where A is the mixing matrix and ν(n) is additional noise. If reverberations
and delays between the microphones are taken into account, each recording is a
mixture of different filtered versions of the source signals. This model is termed
the convolutive mixing model.

The separation of music pieces by ICA and similar methods has so far not
received much attention. In the first attempts ICA was applied to separation of
mixed audio sources [2]. A standard (non-convolutive) ICA algorithm is applied
to the time-frequency distribution (spectrogram) of different music pieces. The
resulting model has a large number of basis functions and corresponding source
signals. Many of these arise from the same signal and thus a postprocessing step
tries to cluster the components. The system is evaluated by listening tests by the
author and by displaying the separated waveforms. Plumbley et al. [3] presents a
range of methods for music separation, among these are an ICA approach. Their
objective is to transcribe a polyphonic single instrument piece. The convolu-
tive ICA model is trained on a midi synthesized piece of piano music. Mostly,
only a single note is played making it possible for the model to identify the
notes as a basis. The evaluation by comparing the transcription to the original
note sheets showed good although not perfect performance. Smaragdis et al. has
presented both an ICA approach [4] and a Non-negative Matrix Factorization
(NMF) approach [5] to music separation. The NMF works on the power spec-
trogram assuming that the sources are additive. In [6] the idea is extended to
use convolutive NMF. The NMF approach is also pursued in [7] where an arti-
ficial mixture of a flute and piano is separated and in [8] where the drums are
separated from polyphonic music. In [9] ICA/NMF is used along with a vocal
discriminant to extract the vocal.



Time-Frequency (T-F) masking is another method used to segregate sounds
from a mixture (see e.g. [10]). In computational auditory scene analysis, the
technique of T-F masking has been commonly used for years. Here, source sep-
aration is based on organizational cues from auditory scene analysis [11]. When
the source signals do not overlap in the time-frequency domain, high-quality
reconstruction can be obtained [12]. However, when there are overlaps between
the source signals good separation can still be obtained by applying a binary
time-frequency mask to the mixture [12, 13]. Binary masking is also consistent
with constraints from auditory scene analysis such as people’s ability to hear
and segregate sounds [14]. More recently the technique has also become pop-
ular in blind source separation, where separation is based on non-overlapping
sources in the T-F domain [15]. T-F masking is applicable to source separation/
segregation using one microphone [10, 16] or more than one microphone [12, 13].
In order to segregate stereo music into independent components, we propose a
method to combine ICA with T-F masking in order to iterative separate music
into spatially independent components. ICA and T-F masking has previously
been combined. In [?], ICA has been applied to separate two signals from two
mixtures. Based on the ICA outputs, T-F masks are estimated and a mask is
applied to each of the ICA outputs in order to improve the signal to noise ratio.

Section 2 provides a review of ICA on stereo signals. In section 3 it is de-
scribed how to combine ICA with masking in the time frequency domain. In
section 4 the algorithm is tested on real music. The result is evaluated by com-
paring the separated signals to the true recordings given by the master tape
containing the individual instruments.

2 ICA on stereo signals

In stereo music, different music sources (song and instruments) are mixed so
that the sources are located at spatially different positions. Often the sounds
are recorded separately and mixed afterwards. A simple way to create a stereo
mixture is to select different amplitudes for the two signals in the mixture.
Therefore, we assume that the stereo mixture x at the discrete time index n can
be modeled as an instantaneous mixture as in eqn. (1), i.e.

[

x1(n)
x2(n)

]

=

[

a11 · · · a1N

a21 · · · a2N

]







s1(n)
...

sN (n)






+

[

ν1(n)
ν2(n)

]

. (2)

Each row in the mixing matrix [a1i a2i]
T contains the gain of the i’th source in

the stereo channels. The additional noise could e.g. be music signals which do
not origin from a certain direction. If the gain ratio a1i/a2i of the i’th source is
different from the gain ratio from any other source, we can segregate this source
from the mixture. A piece of music often consists of several instruments as well
as singing voice. Therefore, it is likely that the number of sources is greater
than two. Hereby we have an underdetermined mixture. In [17] it was shown
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Fig. 1. The two stereo responses a1(θ) and a2(θ) are shown as function of the direction
θ. The monotonic gain ratio is shown as function of the direction θ.

how to extract speech signals iteratively from an underdetermined instantaneous
mixture of speech signals. In [17] it was assumed that a particular gain ratio
a1i/a2i corresponded to a particular spatial source location. An example of such
a location-dependant gain ratio is shown in Fig 1. This gain ratio is obtained by
selecting the two gains as a1(θ) = 0.5

(

1 − cos(θ)
)

and a2(θ) = 0.5
(

1 + cos(θ)
)

.

2.1 ICA solution as an adaptive beamformer

When there are no more sources than sensors, an estimate s̃(n) of the original
sources can be found by applying a (pseudo) inverse linear system, to eqn. (1).

y(n) = Wx(n) = WAs(n) (3)

where W is a 2 × 2 separation matrix. From eqn. (3) we see that the output
y is a function of s multiplied by WA. Hereby we see that y is just a different
weighting of s than x is. If the number of sources is greater than the number of
mixtures, not all the sources can be segregated. Instead, an ICA algorithm will
estimate y as two subsets of the mixtures which are as independent as possible,
and these subsets are weighted functions of s. The ICA solution can be regarded
as an adaptive beamformer which in the case of underdetermined mixtures places
the zero gain directions towards different groups of sources. By comparing the
two outputs, two binary masks can be found in the T-F domain. Each mask
is able to remove the group of sources towards which one of the ICA solutions
places a zero gain direction.

3 Extraction with ICA and binary masking

A flowchart of the algorithm is presented in Fig. 2. As described in the previous
section, a two-input-two-output ICA algorithm is applied to the input mixtures,
disregarding the number of source signals that actually exist in the mixture. As



shown below the binary mask is estimated by comparing the amplitudes of the
two ICA outputs and hence it is necessary to deal with the arbitrary scaling
of the ICA algorithm. As proposed in [1], we assume that all source signals
have the same variance and the outputs are therefore scaled to have the same
variance. From the two re-scaled output signals, ŷ1(n) and ŷ2(n), spectrograms
are obtained by use of the Short-Time Fourier Transform (STFT):

y1 → ŷ1 → Y1(ω, t) (4)

y2 → ŷ2 → Y2(ω, t), (5)

where ω is the frequency and t is the time index. The binary masks are then
found by a bitwise amplitude comparison between the two spectrograms:

BM1(ω, t) = τ |Y1(ω, t)| > |Y2(ω, t)| (6)

BM2(ω, t) = τ |Y2(ω, t)| > |Y1(ω, t)|, (7)

where τ is a threshold that determines the sparseness of the mask. As τ is
increased, the mask is sparser. We have chosen τ = 1.5. Next, each of the two
binary masks is applied to the original mixtures x1 and x2 in the T-F domain,
and by this non-linear processing, some of the music signal are removed by one
of the masks while other parts of music are removed by the other mask. After
the masks have been applied to the signals, they are reconstructed in the time
domain by the inverse STFT and and two sets of masked output signals (x̂11, x̂21)
and (x̂12, x̂22) are obtained.

In the next step, it is considered whether the masked output signals consists
of more than one signal. The masked output signals are divided into three group
defined by the selection criterion in section 3.1. It is decided whether there is one
signal in the segregated output signal, more than one signal in the segregated
output, or if the segregated signal contains too little energy, so that the signal
is expected to be of too poor quality.

There is no guarantee that two different outputs are not different parts of
the same separated source signal. By considering the correlation between the
segregated signals in the time domain, it is decided whether two outputs con-
tains the same signal. If so, their corresponding two masks are merged. Also the
correlation between the segregated signals and the signals with too poor quality
is considered. From the correlation coefficient, it is decided whether the mask
of the segregated signal is extended by merging the mask of the signal of poor
quality. Hereby the overall quality of the new mask is higher.

When no more signal consist of more than one signal, the separation proce-
dure stops. After the correlation between the output signals have been found,
some masks still have not been assigned to any of the source signal estimates. All
these masks are then combined in order to create a background mask. The back-
ground mask is then applied to the original two mixtures, and possible sounds
that remain in the background mask are found. The separation procedure is then
applied to the remaining signal to ensure that there is no further signal hidden.
This procedure is continued until the remaining mask does not change any more.
Note that the final output signals are maintained as stereo signals.
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Fig. 2. Flowchart showing the main steps of the algorithm. From the output of the ICA
algorithm, binary masks are estimated. The binary masks are applied to the original
signals which again are processed through the ICA step. Every time the output from
one of the binary masks is detected as a single signal, the signal is stored. The iterative
procedure stops when all outputs only consist of a single signal. The flowchart has been
adopted from [17].

3.1 Selection criterion

It is important to decide whether the algorithm should stop or whether the
processing should proceed. The algorithm should stop separating when the signal
consists of only one source or when the mask is too sparse so that the quality of
the resulting signal is unsatisfactory. Otherwise, the separation procedure should
proceed. We consider the covariance matrix between the output signals to which
the binary mask has been applied, i.e. Rxx = 〈xxH〉. If the covariance matrix
is close to singular, it indicates that there is only one source signal. To measure
the singularity, we find the condition number of Rxx. If the condition number
is below a threshold, it is decided that x contains more than one signal and the
separation procedure continues. Otherwise, it is assumed that x consists of a
single source and the separation procedure stops.

4 Results

The method has been applied to different pieces of music. The used window
length was 512, the FFT length was 2048. The overlap between time frames
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Fig. 3. Correlation coefficients between the extracted channels and the original stereo
channels. The coefficients has been normalized such that the columns sum to one. The
last row shows the percentage of power of the tracks in the mixture.

was 75%. The sampling frequency is 10 kHz. Listening tests confirm that the
method is able to segregate individual instruments from the stereo mixture. We
do not observe that correlations can be heard. However, musical artifacts are
audible. Examples are available on-line for subjective evaluation [18]. In order
to evaluate the method objectively, the method has been applied to 5 seconds
of stereo music, where each of the different instruments has been recorded sep-
arately, processed from a mono signal into a stereo signal, and then mixed. We
evaluate the performance by calculating the correlation between the segregated
channels and the original tracks. The results are shown in Fig. 3 As it can be
seen from the figure, the correlation between the estimated channels and the
original channels is quite high. The best segregation has been obtained for those
channels, where the two channels are made different by a gain difference. Among
those channels is the guitars, which are well segregated from the mixture. The
more omnidirectional (same gain from all directions) stereo channels cannot be
segregated by our method. However, those channels are mainly captured in the
remaining signal, which contains what is left when the other sources has been
segregated. Some of the tracks have the same gain difference. Therefore, it is
hard to segregate the ‘bass’ from the ‘bass drum’.

5 Conclusion

We have presented an approach to segregate single sound tracks from a stereo
mixture of different tracks while keeping the extracted signals as stereo signals.



The method utilizes that music is sparse in the time, space and frequency do-
main by combining ICA and binary time-frequency masking. It is designed to
separate tracks from mixtures where the stereo effect is based on a gain dif-
ference. Experiments verify that real music can be separated by this algorithm
and results on an artificial mixture reveals that the separated channel is highly
correlated with the original recordings.

We believe that this algorithm can be a useful preprocessing tool for anno-
tation of music or for detecting instrumentation.
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Abstract. A limitation in many source separation tasks is that the num-
ber of source signals has to be known in advance. Further, in order to
achieve good performance, the number of sources cannot exceed the num-
ber of sensors. In many real-world applications these limitations are too
restrictive. We propose a method for underdetermined blind source sep-
aration of convolutive mixtures. The proposed framework is applicable
for separation of instantaneous as well as convolutive speech mixtures. It
is possible to iteratively extract each speech signal from the mixture by
combining blind source separation techniques with binary time-frequency

masking. In the proposed method, the number of source signals is not as-
sumed to be known in advance and the number of sources is not limited to
the number of microphones. Our approach needs only two microphones
and the separated sounds are maintained as stereo signals.

1 Introduction

Blind source separation (BSS) addresses the problem of recovering N unknown
source signals s(n) = [s1(n), . . . , sN (n)]T from M recorded mixtures x(n) =
[x1(n), . . . , xM (n)]T of the source signals. The term ‘blind’ refers to that only
the recorded mixtures are known. An important application for BSS is separation
of speech signals. The recorded mixtures are assumed to be linear superpositions
of the source signals. Such a linear mixture can either be instantaneous or con-
volutive. The instantaneous mixture is given as

x(n) = As(n) + ν(n), (1)

where A is an M × N mixing matrix and n denotes the discrete time index.
ν(n) is additional noise. A method to retrieve the original signals up to an
arbitrary permutation and scaling is independent component analysis (ICA) [1].
In ICA, the main assumption is that the source signals are independent. By
applying ICA, an estimate y(n) of the source signals can be obtained by finding
a (pseudo)inverse W of the mixing matrix so that

y(n) = Wx(n). (2)



Notice, this inversion is not exact when noise is included in the mixing model.
When noise is included as in (1), x(n) is a nonlinear function of s(n). Still, the
inverse system is assumed to be approximated by a linear system.

The convolutive mixture is given as

x(n) =

K−1
∑

k=0

Aks(n − k) + ν(n) (3)

Here, the source signals are mixtures of filtered versions of the original source
signals. The filters are assumed to be causal and of finite length K. The con-
volutive mixture is more applicable for separation of speech signals because the
convolutive model takes reverberations into account. The separation of convolu-
tive mixtures can either be performed in the time or in the frequency domain.
The separation system for each discrete frequency ω is given by

Y(ω, t) = W(ω)X(ω, t), (4)

where t is the time frame index. Most methods, both instantaneous and convo-
lutive, require that the number of source signals is known in advance. Another
drawback of most of these methods is that the number of source signals is as-
sumed not to exceed the number of microphones, i.e. M ≥ N .

If N > M , even if the mixing process is known, it may not be invertible,
and the independent components cannot be recovered exactly [1]. In the case
of more sources than sensors, the underdetermined/overcomplete case, successful
separation often relies on the assumption that the source signals are sparsely dis-
tributed in the time-frequency domain [2], [3]. If the source signals do not overlap
in the time-frequency domain, high-quality reconstruction could be obtained [3].

However, there is overlap between the source signals. In this case, good sep-
aration can still be obtained by applying a binary time-frequency (T-F) mask
to the mixture [2], [3]. In computational auditory scene analysis, the technique
of T-F masking has been commonly used for years (see e.g. [4]). Here, source
separation is based on organizational cues from auditory scene analysis [5]. More
recently the technique has also become popular in blind source separation, where
separation is based on non-overlapping sources in the T-F domain [6]. T-F mask-
ing is applicable to source separation/ segregation using one microphone [4],[7],[8]
or more than one microphone [2], [3]. T-F masking is typically applied as a binary
mask. For a binary mask, each T-F unit is either weighted by one or zero. An
advantage of using a binary mask is that only a binary decision has to be made
[9]. Such a decision can be based on, e.g., clustering [2], [3], [6], or direction-of-
arrival [10]. ICA has been used in different combinations with the binary mask.
In [10], separation is performed by first removing N−M signals via masking and
afterwards applying ICA in order to separate the remaining M signals. ICA has
also been used in the other way around. In [11], it has been applied to separate
two signals by using two microphones. Based on the ICA outputs, T-F masks are
estimated and a mask is applied to each of the ICA outputs in order to improve
the signal to noise ratio (SNR).



In this paper, we propose a method to segregate an arbitrary number of
speech signals in a reverberant environment. We extend a previously proposed
method for separation of instantaneous mixtures [12] to separation of convolutive
mixtures. Based on the output of a square (2 × 2) blind source separation algo-
rithm and binary T-F masks, our method segregates speech signals iteratively
from the mixtures until an estimate of each signal is obtained.

2 Blind Extraction by combining BSS and binary

masking

With only two microphones, it is not possible to separate more than two signals
from each other because only one null direction can be placed for each output.
This fact does not mean that the blind source separation solution is useless in
the case of N > M . In [12] we examined what happened if an ICA algorithm
was applied to an underdetermined 2-by-N mixture. When the two outputs
were considered, we found that the ICA algorithm separates the mixtures into
subspaces, which are as independent as possible. Some of the source signals are
mainly in one output while other sources mainly are present in the other output.

A flowchart for the algorithm is given in Fig. 1. As described in the previ-
ous section, a two-input-two-output blind source separation algorithm has been
applied to the input mixtures, regardless the number of source signals that actu-
ally exist in the mixture. The two output signals are arbitrarily scaled. Different
methods have been proposed in order to solve the scaling ambiguity. Here, we
assume that all source signals have the same variance as proposed in [1] and the
outputs are therefore scaled to have the same variance.

The two re-scaled output signals, ŷ1(n) and ŷ2(n), are transformed into the
frequency domain e.g. using the Short-Time Fourier Transform STFT so that
two spectrograms are obtained:

ŷ1 → Y1(ω, t) (5)

ŷ2 → Y2(ω, t), (6)

where ω denotes the frequency and t is the time frame index. The binary masks
are then determined for each T-F unit by comparing the amplitudes of the two
spectrograms:

BM1(ω, t) = τ |Y1(ω, t)| > |Y2(ω, t)| (7)

BM2(ω, t) = τ |Y2(ω, t)| > |Y1(ω, t)|, (8)

where τ is a threshold. Next, each of the two binary masks is applied to the
original mixtures in the T-F domain, and by this non-linear processing, some
of the speech signals are removed by one of the masks while other speakers are
removed by the other mask. After the masks have been applied to the signals,
they are reconstructed in the time domain by the inverse STFT. If there is
only a single signal left in the masked output, defined by the selection criteria



in Section 2.3, i.e. all but one speech signal have been masked, this signal is
considered extracted from the mixture and it is saved. If there are more than one
signal left in the masked outputs, the procedure is applied to the two masked
signals again and a new set of masks are created based on (7), (8) and the
previous masks. The use of the previous mask ensures that T-F units that have
been removed from the mixture are not reintroduced by the next mask. This is
done by an element-wise multiplication between the previous mask and the new
mask. This iterative procedure is followed until all masked outputs consist of
only a single speech signal. When the procedure stops, the correlation between
the segregated sources are found in order to determine whether a source signal
has been segregated more than once. If so, the source is re-estimated by merging
the two correlated masks. It is important to notice that the iteratively updated
mask always is applied to the original mixtures and not to the previously masked
signal. Hereby a deterioration of the signal due to multiple iterations is avoided.

2.1 Finding the background signals

Since some signals may have been removed by both masks, all T-F units that
have not been assigned the value ‘1’ are used to create a background mask,
and the procedure is applied to the mixture signal after the remaining mask is
applied, to ensure that all signals are estimated. Notice that this step has been
omitted from Fig. 1.

2.2 Extension to convolutive mixtures

Each convolutive mixture is given by a linear superposition of filtered versions
of each of the source signals. The filters are given by the impulse responses
from each of the sources to each of the microphones. An algorithm capable of
separating convolutive mixtures is used in the BSS step. Separation still relies
on the fact that the source signals can be grouped such that one output mainly
contains one part of the source signals and the other output mainly contains
the other part of the signals. In order to avoid arbitrary filtering, only the cross
channels of the separation filters have been estimated. The direct channel is
constrained to be an impulse. Specifically, we employ the frequency domain
convolutive BSS algorithm by Parra and Spence [13]1.

2.3 Selection criterion

In order to decide if all but one signal have been removed, we consider the
envelope statistics of the signal. By considering the envelope histogram, it can
be determined whether one or more than one signal is present in the mixture. If
only one speech signal is present, many of the amplitude values are close to zero.

1 Matlab code is available from http://ida.first.gmd.de/~harmeli/download/

download_convbss.html
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Fig. 1. Flowchart showing the main steps of the proposed algorithm. From the output
of the BSS algorithm, binary masks are estimated. The binary masks are applied to the
original signals which again are processed through the BSS step. Every time the output
from one of the binary masks is detected as a single signal, the signal is stored. The
iterative procedure stops when all outputs only consist of a single signal. The flowchart
has been adopted from [12].

If more speech signals are present, less amplitude values are close to zero. In order
to discriminate between one and more than one speech signals in the mixture, we
measure the width of the histogram as proposed in [14] as the distance between
the 90% and the 10% percentile normalized to the 50% percentile, i.e.

width =
P90 − P10

P50

. (9)

Further processing on a pair of masked signals should be avoided if there is one
or zero speech signals in the mixture. If the calculated width is smaller than
two, we assume that the masked signal consists of more than one speech signal.
We discriminate between zero and one signal by considering the energy of the
segregated signal. This selection criterion is more robust to reverberations than
the correlation-based criterion used in [12].



3 Evaluation

The algorithm described above has been implemented and evaluated with in-
stantaneous and convolutive mixtures. For the STFT, an FFT length of 2048
has been used. A Hanning window with a length of 512 samples has been applied
to the FFT signal and the frame shift is 256 samples. A high frequency resolu-
tion is found to be necessary in order to obtain good performance. The sampling
frequency of the speech signals is 10 kHz, and the duration of each signal is
5 s. The thresholds have been found from initial experiments. In the ICA step,
the separation matrix is initialized by the identity matrix, i.e. W = I. When
using a binary mask, it is not possible to reconstruct the speech signal as if it
was recorded in the absence of the interfering signals, because the signals partly
overlap. Therefore, as a computational goal for source separation, we employ the
ideal binary mask [9]. The ideal binary mask for a signal is found for each T-F
unit by comparing the energy of the desired signal to the energy of all the inter-
fering signals. Whenever the signal energy is higher, the T-F unit is assigned the
value ‘1’ and whenever the interfering signals have more energy, the T-F unit is
assigned the value ‘0’. As in [8], for each of the separated signals, the percentage
of energy loss PEL and the percentage of noise residue PNR are calculated as
well as the signal to noise ratio (SNR) using the resynthesized speech from the
ideal binary mask as the ground truth:

PEL =

∑

n e2

1
(n)

∑

n I2(n)
, PNR =

∑

n e2

2
(n)

∑

n O2(n)
, SNR = 10 log

10

[

∑

n I2(n)
∑

n(I(n) − O(n))2

]

,

where O(n) is the estimated signal, and I(n) is the recorded mixture resynthe-
sized after applying the ideal binary mask. e1(n) denotes the signal present in
I(n) but absent in O(n) and e2(n) denotes the signal present in O(n) but absent
in I(n). The input signal to noise ratio, SNRi, is found too, which is the ratio
between the desired signal and the noise in the recorded mixtures.

Table 1. Separation results for four convolutively mixed speech mixtures. A manual
selection criterion was used.

Signal No. PEL(%) PNR(%) SNRi (dB) SNR (dB)

1 66.78 20.41 -4.50 1.35
2 32.29 41.20 -4.50 1.24
3 52.86 19.08 -3.97 2.12
4 15.78 30.39 -6.67 2.91

Average 41.93 27.77 -4.91 1.91

Convolutive mixtures consisting of four speech signals have also been sepa-
rated. The signals are uniformly distributed in the interval 0◦ ≤ θ ≤ 180◦. The
mixtures have been obtained with room impulse responses synthesized using the
image model [15]. The estimated room reverberation time is T60 ≈ 160 ms. The



Table 2. Separation results for four convolutively mixed speech mixtures. The selection
criterion as proposed in Section 2.3 was used.

Signal No. PEL(%) PNR(%) SNRi (dB) SNR (dB)

1 39.12 46.70 -4.50 0.63
2 64.18 18.62 -4.50 1.45
3 26.88 33.73 -3.97 2.40
4 45.27 32.49 -6.67 1.69

Average 43.86 32.88 -4.91 1.54

distance between the microphones is 20 cm. The method has been evaluated with
and without the proposed selection criterion described in Section 2.3. When the
selection criterion was not used, it has been decided when a source signal has
been separated by listening to the signals. The separation results are shown in
Table 1 and Table 2. The average input SNR is −4.91 dB. When the selection
criterion was applied manually, the average SNR after separation is 1.91 dB with
an average SNR gain of 6.8 dB. When selection criterion was applied as proposed,
the average SNR after separation is 1.45 dB with an average SNR gain of 6.4 dB,
which is about half a dB worse than selecting the segregated signals manually. It
is not always that all the sources are extracted from the mixture. Therefore the
selection criterion could be further improved. For separation of instantaneous
mixtures an SNR gain of 14 dB can be obtained, which is significantly higher
than that for the reverberant case. This may be explained by several factors.
Errors such as misaligned permutations are introduced from the BSS algorithm.
Also, convolutive mixtures are not as sparse in the T-F domain as instantaneous
mixtures. Further, the assumption that the same signals group into the same
groups for all frequencies may not hold. Some artifacts (musical noise) exist in
the segregated signals. Especially in the cases, where the values of PEL and PNR

are high. Separation results are available for listening at www.imm.dtu.dk/~msp.
As mentioned earlier, several approaches have been recently proposed to sep-

arate more than two sources using two microphones by employing binary T-
F masking [2], [3], [10]. These methods use clustering of amplitude and time
differences between the microphones. In contrast, our method separates speech
mixtures by iteratively extracting individual source signals. Our results are quite
competitive although rigorous statements about comparison are difficult because
the test conditions are different.

4 Concluding remarks

A novel method of blind source separation of underdetermined mixtures has
been described. Based on sparseness and independence, the method iteratively
extracts all the speech signals. The linear processing from BSS methods alone
cannot separate more sources than the number of recordings, but with the ad-
ditional nonlinear processing introduced by the binary mask, it is possible to
separate more sources than the number of sensors. Our method is applicable



to separation of instantaneous as well as convolutive mixtures and the output
signals are maintained as stereo signals. An important part of the method is
the detection of when a single signal exists at the output. Future work will in-
clude better selection criteria to detect a single speech signal, especially in a
reverberant environment. More systematic evaluation and comparison will also
be given in the future. The assumption of two microphones may be relaxed and
the method may also be applicable to other signals than speech which also have
significant redundancy.
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Two-microphone Separation of Speech Mixtures
Michael Syskind Pedersen, DeLiang Wang, Jan Larsen, and Ulrik Kjems

Abstract— Separation of speech mixtures, often referred to as
the cocktail party problem, has been studied for decades. In
many source separation tasks, the separation method is limited
by the assumption of at least as many sensors as sources. Further,
many methods require that the number of signals within the
recorded mixtures be known in advance. In many real-world
applications these limitations are too restrictive. We propose
a novel method for underdetermined blind source separation
using an instantaneous mixing model which assumes closely
spaced microphones. Two source separation techniques havebeen
combined,independent component analysis (ICA) and binary time-
frequency masking. By estimating binary masks from the outputs
of an ICA algorithm, it is possible in an iterative way to extract
basis speech signals from a convolutive mixture. The basis signals
are afterwards improved by grouping similar signals. Usingtwo
microphones we can separate in principle an arbitrary number
of mixed speech signals. We show separation results for mixtures
with as many as seven speech signals under instantaneous
conditions. We also show that the proposed method is applicable
to segregate speech signals under reverberant conditions,and
we compare our proposed method to another state-of-the-art
algorithm. The number of source signals is not assumed to be
known in advance and it is possible to maintain the extracted
signals as stereo signals.

Index Terms— Underdetermined speech separation, ICA, time-
frequency masking, ideal binary mask.

I. I NTRODUCTION

T HE problem of extracting a single speaker from a mixture
of many speakers is often referred to as the cocktail

party problem [1], [2]. Human listeners cope remarkably
well in adverse environments, but when the noise level is
exceedingly high, human speech intelligibility also suffers. By
extracting speech sources from a mixture of many speakers,
we can potentially increase the intelligibility of each source
by listening to the separated sources.

Blind source separation addresses the problem of recovering
N unknown source signalss(n) = [s1(n), . . . , sN (n)]T from
M recorded mixturesx(n) = [x1(n), . . . , xM (n)]T of the
source signals.n denotes the discrete time index. Each of the
recorded mixturesxi = xi(n) consists ofNs = fsT samples,
wherefs is the sampling frequency andT denotes the duration
in seconds. The term ‘blind’ refers to that only the recorded
mixtures are known. The mixture is assumed to be a linear
superposition of the source signals, sometimes with additional
noise, i.e.,

x(n) = As(n) + ν(n), (1)

Michael Syskind Pedersen and Ulrik Kjems are with Oticon A/S, Konge-
bakken 9, DK-2765, Denmark. Email:{msp, uk}@oticon.dk, DeLiang Wang
is with the Department of Computer Science & Engineering andthe Center
for Cognitive Science, The Ohio State University, Columbus, OH 43210-1277,
U.S.A. Email: dwang@cse.ohio-state.edu. Jan Larsen is with the Intelligent
Signal Processing Group at the Department of Informatics and Mathemat-
ical Modelling, Technical University of Denmark, Richard Petersens Plads,
Building 321, DK-2800 Kgs. Lyngby, Denmark. Email: jl@imm.dtu.dk.

whereA is anM×N mixing matrix.ν(n) is additional noise.
Also, A is assumed not to vary as function of time. Often, the
objective is to estimate one or all of the source signals. An
estimatey(n) of the original source signals can be found by
applying an (pseudo) inverse linear operation, i.e.,

y(n) = Wx(n), (2)

where W is an N × M separation matrix. Notice that this
inversion is not exact when noise is included in the mixing
model. When noise is included as in (1),y(n) is a nonlinear
function ofx(n) [3]. In this paper, the inverse is approximated
by a linear system.

In real environments, a speech signal does not only arrive
from a single direction. Rather, multiple reflections from the
surroundings occur as delayed and filtered versions of the
source signal. In this situation, the mixing model is better
approximated by aconvolutivemixing model. The convolutive
FIR mixture is given as

x(n) =

K−1
∑

k=0

Aks(n − k) + ν(n) (3)

Here, the source signals are mixtures of filtered versions of
the anechoic source signals. The filters are assumed to be
causal and of finite lengthK. Numerous algorithms have been
proposed to solve the convolutive problem [4], but few are able
to cope with underdetermined as well as reverberant conditions
[5]–[9].

Independent Component Analysis (ICA) describes a class
of methods that retrieve the original signals up to an arbitrary
permutation and scaling [10]. Successful separation relies on
assumptions on the statistical properties of the source signals.
To obtain separation, many ICA methods require that at most
one source be Gaussian. Many algorithms assume that the
source signals are independent or the source signals are non-
Gaussian [11]–[14]. Other methods are able to separate the
source signals using only second order statistics. Here, itis
typically assumed that the sources have different correlation
[15]–[17] or the source signals are non-stationary [18], [19].
Blind source separation algorithms have been applied in many
areas such as feature extraction, brain imaging, telecommuni-
cations, and audio separation [10].

ICA methods have several drawbacks. Often, it is required
that the number of source signals is known in advance and only
few have addressed the problem of determining the number of
sources in a mixture [20], [21]. Further, standard formulation
requires that the number of source signals does not exceed the
number of microphones. If the number of sources is greater
than the number of mixtures, the mixture is calledunder-
determined(or overcomplete). In this case, the independent
components cannot be recovered exactly without incorporating
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additional assumptions, even if the mixing processA is known
[10]. Additional assumptions include knowledge about the
geometry, or detailed knowledge about the source distribu-
tions [22]. For example, the source signals are assumed to
be sparsely distributed - either in the time domain, in the
frequency domain or in the time-frequency (T-F) domain [8],
[23]–[26]. Sparse sources have a limited overlap in the T-F
domain. The validity of non-overlapping sources in the T-
F domain comes from the observation that the spectrogram
of a mixture is approximately equal to the maximum of
the individual spectrograms in the logarithmic domain [27].
When the source signals do not overlap in the time-frequency
domain, high-quality reconstruction can be obtained [8]. The
property of non-overlapping sources in the T-F domain has
been denoted as the W-disjoint orthogonality [28]. Given the
short-time Fourier transform (STFT) of two speech signals
Si(ω, t) and Sj(ω, t), the W-disjoint orthogonality property
can be expressed as

Si(ω, t)Sj(ω, t) = 0, ∀i 6= j, ∀ω, t, (4)

wheret is the time frame index andω is the discrete frequency
index. This property holds, for example, when tones are
disjoint in frequency.

However, there is overlap between the source signals but
good separation can still be obtained by applying a binary
time-frequency mask to the mixture [24], [8]. Incomputational
auditory scene analysis[29], the technique of T-F masking
has been commonly used for many years (see e.g. [30]).
Here, source separation is based on organizational cues from
auditory scene analysis [31]. Binary masking is consistent
with perceptual constraints regarding human ability to hear
and segregate sounds [32]. Especially, time-frequency masking
is closely related to the prominent phenomenon of auditory
masking [33]. More recently the technique has also become
popular in the ICA community to deal with non-overlapping
sources in the T-F domain [28]. T-F masking is applicable to
source separation/segregation using one microphone [30],[34],
[35] or more than one microphone [8], [24]. T-F masking is
typically applied as a binary mask. For a binary mask, each T-
F unit (the signal element at a particular time and frequency) is
either weighted by one or by zero. In order to reduce artifacts,
soft masks may also be applied [36]. Also by decreasing the
downsampling factor in the signal analysis and synthesis, a
reduction of musical noise is obtained [37].

An advantage of using a T-F binary mask is that only a
binary decision has to be made [32]. Such a decision can be
based on clustering from different ways of direction-of-arrival
estimation [8], [24], [28], [38]. ICA has been used in different
combinations with the binary mask. In [38], separation is
performed by removingN −M signals by masking and then
applying ICA in order to separate the remainingM signals.
In [39], ICA has been used the other way around. Here, ICA
is applied to separate two signals by using two microphones.
Based on the ICA outputs, T-F masks are estimated and a mask
is applied to each of the ICA outputs in order to improve the
signal to noise ratio (SNR).

In this paper, we propose a novel approach to separating
an arbitrary number of speech signals. Based on the output

of a square(2 × 2) ICA algorithm and binary T-F masks,
our approach iteratively segregates signals from a mixture
until an estimate of each signal is obtained. Our method is
applicable to both instantaneous and convolutive mixtures. A
preliminary version of our work has been presented in [40],
where we demonstrated the ability of our proposed framework
to separate up to six speech mixtures from two instantaneous
mixtures. In [41] it has been demonstrated that the approach
can be used to segregate stereo music recordings into single
instruments or singing voice. In [42] we described an extension
to separate convolutive speech mixtures.

The paper is organized as follows. In Section II, we
show how instantaneous real-valued ICA can be interpreted
geometrically and how the ICA solution can be applied to
underdetermined mixtures. In Sections III and IV we de-
velop a novel algorithm that combines ICA and binary T-
F masking in order to separate instantaneous as well as
convolutive underdetermined speech mixtures. In Section V,
we systematically evaluate the proposed method and compare
it to existing methods. Further discussion is given in Section
VI, and Section VII concludes the paper.

II. GEOMETRICAL INTERPRETATION OF INSTANTANEOUS

ICA

We assume that there is an unknown number of acoustical
source signals but only two microphones. It is assumed that
each source signal arrives from a distinct direction and no
reflections occur, i.e., we assume an anechoic environment
in our mixing model. We assume that the source signals are
mixed by an instantaneous time-invariant mixing matrix as
in Eq. (1). Due to delays between the microphones, instanta-
neous ICA with a real-valued mixing matrix usually is not
applicable to signals recorded at an array of microphones.
Nevertheless, if the microphones are placed at the exact same
location and have different gains for different directions, the
separation of delayed sources can be approximated by the
instantaneous mixing model [43]. Hereby, a combination of
microphone gains corresponds to a certain directional pattern.
The assumption that the microphones are placed at the exact
same location can be relaxed. A similar approximation of
delayed mixtures to instantaneous mixtures is provided in [44].
There, the differences between closely spaced omnidirectional
microphones are used to create directional patterns, where
instantaneous ICA can be applied. In the Appendix, we show
how the recordings from two closely spaced omnidirectional
microphones can be used to make two directional microphone
gains.

Therefore, a realistic assumption is that two directional
microphone responses recorded at the same location are avail-
able. For evaluation purposes, we have chosen appropriate
microphone responses; the frequency independent gain re-
sponses are chosen as functions of the directionθ asr1(θ) =
1 + 0.5 cos(θ) and r2(θ) = 1 − 0.5 cos(θ), respectively. The
two microphone responses are shown in Fig. 1. Hence, instead
of having a mixing system where a given microphone delay
corresponds to a given direction, a given set of microphone
gains corresponds to a certain direction, and the mixing system
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Fig. 1. The two directional microphone responses are shown as function of
the directionθ.

is given by

A(θ) =

[

r1(θ1) · · · r1(θN )
r2(θ1) · · · r2(θN )

]

. (5)

For the instantaneous case, the separation matrixW can
be regarded as direction-dependent gains. For anM × M
separation matrix, it is possible to have at mostM − 1 null
directions, i.e., directions from which the interference signal
is canceled out, see e.g. [45], [46]. Signals arriving from other
directions are not completely canceled out, and they thus have
a gain greater than−∞ dB.

Now consider the case whereN ≥ M = 2. When there are
only two mixed signals, a standard ICA algorithm only has two
output signalsy(n) = [y1(n), y2(n)]T . Since the number of
separated signals obtained by (2) is smaller than the number
of source signals,y does not contain the separated signals.
Instead, if the noise term is disregarded,y is another linear
superposition of the source signals, i.e.

y = Gs, (6)

where the weights are given byG = WA instead of justA
as in (1). Thus,G just corresponds to another weighting of
each of the source signals depending onθ. These weights
makey1(n) andy2(n) as independent as possible even though
y1(n) andy2(n) themselves are not single source signals. This
is illustrated in Fig. 2. The figure shows the two estimated
spatial responses fromG(θ) in the underdetermined case. The
response of them’th output is given bygm(θ) = |wT

ma(θ)|,
wherewm is the separation vector from them’th output and
a(θ) = [r1(θ), r2(θ)]

T is the mixing vector for the arrival
direction θ [45]. By varying θ over all possible directions,
directivity patterns can be created as shown in Fig. 2. The
estimated null placement is illustrated by the two round dots
placed at the perimeter of the outer polar plot. The lines
pointing out from the origin illustrate the direction of theseven
source signals. Here, the sources are equally distributed in the
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Fig. 2. The polar plots show the gain for different directions. ICA is applied
with two sensors and seven sources. The two dots at the outer perimeter show
the null directions. We see that each row of the2×2 ICA solution can make
just one null direction in the interval0◦ ≤ θ ≤ 180◦. Symmetric nulls exist
in the interval180◦ ≤ θ ≤ 360◦. The lines pointing out from the origin
denote the true direction of the seven numbered speech sources. The ICA
solution tends to place the null towards sources spatially close to each other,
and each of the two outputs represents a group of spatially close signals.

interval 0◦ ≤ θ ≤ 180◦. As shown in the figure, typically the
nulls do not cancel single sources out. Rather, a null is placed
at a direction pointing towards agroup of sources which are
spatially close to each other. Here, it can be seen that in the
first output,y1(n), the signals5, 6 and7 dominate and in the
second output,y2(n), the signals1, 2 and3 dominate. The last
signal,4 exists with almost equal weight in both outputs. As
we show in Section III, this new weighting of the signals can
be used to estimate binary masks reliably. Similar equivalence
has been shown between ICA in the frequency domain and
adaptive beamforming [46]. In that case, for each frequency,
Y(ω) = G(ω)S(ω).

III. B LIND SOURCE EXTRACTION WITH ICA AND BINARY

MASKING

A. Algorithm for instantaneous mixtures

The input to our algorithm is the two mixturesx1 and x2

of durationNs. The algorithm can be divided into three main
parts: acore procedure, a separation stageand a merging
stage. The three parts are presented in Fig. 3, Fig. 4 and Fig. 5,
respectively.

1) Core procedure:Fig. 3 shows thecore procedure. The
core procedure is performed iteratively for a number of cycles
in the algorithm. The inputs to the core procedure are two input
mixturesxa andxb and a binary mask (stepA), which has been
applied to the original signalsx1 and x2 in order to obtain
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xa and xb. In the initial application of the core procedure,
xa = x1 andxb = x2, and BM is all ones.
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Fig. 3. Flowchart showing thecore procedure of the algorithm.
The algorithm has three input signals: The two input mixtures xa =
[xa(0), xa(1), · · · , xa(Ns)] and xb = [xb(0), xb(1), · · · , xb(Ns)], and a
binary mask which has been applied to the two original mixtures in order to
obtain xa and xa. Source separation by ICA is applied to the two original
signals in order to obtainy1 andy2. ŷ1 andŷ2 are obtained by normalizing the
two signals with respect to the variance. The re-scaled signals are transformed
into the T-F domain, where the two binary masks are obtained by comparing
the corresponding T-F units of the two T-F signals and multiplying by the
input binary mask to prevent re-introduction of already masked T-F units.
The two estimated masks are then applied in the T-F domain to the original
signalsx1 → X1(ω, t) andx2 → X2(ω, t). The output consists of the two
estimated binary masks and the four masked signals.

As described in the previous section, a two-input two-output
ICA algorithm is applied to the input mixtures, regardless
of the number of source signals that actually exist in the
mixture (stepB). The two outputsy1 and y2 from the ICA
algorithm are arbitrarily scaled (stepC). Since the binary
mask is estimated by comparing the amplitudes of the two
ICA outputs, it is necessary to solve the scaling problem. In
[40], we solved the scaling problem by using the knowledge
about the microphone responses. Here we use a more ‘blind’
method to solve the scaling ambiguity. As proposed in [10],
we assume that all source signals have the same variance and
the outputs are therefore scaled to have the same variance. The
two re-scaled output signals,̂y1 and ŷ2 are transformed into
the frequency domain (stepD), e.g. by use of the STFT so
that two spectrograms are obtained:

ŷ1 → Y1(ω, t) (7)

ŷ2 → Y2(ω, t), (8)

whereω denotes the frequency andt the time window index.
From the two time-frequency signals, two binary masks are
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Fig. 4. The separation stage. Separation is performed iteratively by the
core procedure as described in Fig. 3. The stopping criterion is applied to
each set of outputs from the core procedure. If the output consists of more
than one speech signal, the core procedure is applied again.If the output
consists of only a single source signal, the output and its corresponding mask
are stored. The core procedure is applied to the outputs iteratively until all
outputs consist of only a single signal. The outputs are stored either as a
candidate for a separated stereo sound signalŝ or a separated stereo signal
of poor quality p̂.

estimated. The binary masks are determined for each T-F unit
by comparing the amplitudes of the two spectrograms (step
E):

BM1(ω, t) =

{

1, if |Y1(ω, t)| > τ |Y2(ω, t)|;
0, otherwise.

∀ω, t,(9)

BM2(ω, t) =

{

1, if |Y2(ω, t)| > τ |Y1(ω, t)|;
0, otherwise.

∀ω, t,(10)

where τ is a parameter. The parameterτ in (9) and (10)
controls how sparse the mask should be, i.e., how much of
the interfering signals should be removed at each iteration. If
τ = 1, the two estimated masks together contain the same
number of retained T-F units (i.e. equal to 1) as the previous
mask. Ifτ > 1, the combination of the two estimated masks is
more sparse, i.e. having fewer retained units, than the previous
binary mask. This is illustrated in Fig. 6. In general, when
τ > 1, the convergence is faster at the expense of a sparser
resulting mask. When the mask is sparser, musical noise
becomes more audible. The performance of the algorithm is
considered forτ = 1 and τ = 2. We do not consider the
case where0 < τ < 1 as some T-F units would be assigned
the value ‘1’ in both estimated masks. In order to ensure that
the binary mask becomes sparser for every iteration, a simple
logical AND operation between the previous mask and the
estimated mask is applied.
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Fig. 6. The first two iterations for the estimations of the binary masks. Black indicates ‘1’, and white ‘0’. For each iteration, two new masks are estimated
by comparison of the ICA output as shown in equations (9) and (10). The previous mask ensures that no T-F units are re-introduced. The plot above shows
the case ofτ = 1. When τ = 1, the estimated masks contain the same T-F units as the mask inthe previous iteration. The plot below shows the case of
τ = 2. Here the two estimated masks together contain less T-F units than the binary mask at the previous iteration. Thereforeτ can be used to control the
convergence speed. The separation performance with theτ = 1 andτ = 2 is presented in Table V and VI, respectively.

Next, each of the two binary masks is applied to the original
mixtures in the T-F domain (stepF ), and by this non-linear
processing, some of the speech signals areattenuatedby one
of the masks while other speakers are attenuated by the other
mask. After the masks have been applied to the signals, they
are reconstructed in the time domain by the inverse STFT (step
G).

Time-frequency decomposition can be obtained in many

ways, of which the STFT is only one way. The STFT has
a linear frequency scale. A linear frequency scale does not
accord well with human perception of sounds. The frequency
representation in the human ear is closer to a logarithmic
scale. The frequency resolution at the low frequencies is much
higher than that at the high frequencies [33]. Therefore, T-
F decomposition, where the frequency spacing is logarithmic
may be a better choice than a linear scale. T-F decomposition
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Fig. 5. Flowchart showing the steps of themerging stage. The details of
the separation stage in step ‘a’ are shown in Fig. 3 and in Fig.4. From
the separation stage, the outputs shown in step ‘b’ are available. ŝ1, . . . , ŝk

denote thek separated signals, and̂p1, . . . , p̂l denotes thel separated signals
of poor quality. BM denotes the corresponding binary mask ofthe estimated
signal. The outputs from the main algorithm are further processed in order to
improve the separated signals. Masks of output signals which are correlated
are merged. Also masks output signals which are correlated with signals of
poor quality are merged with these masks. Abackground maskis estimated
from T-F units that have not been used so far. This mask is usedto execute the
main algorithm again. If the background mask has not changed, the segregated
signals are not changed any further and the algorithm stops.

based on models of the cochlea are termedcochleagrams
[29]. Different filterbanks can be used in order to mimic the
cochlea, including the Gammatone filterbank [47]. Frequency
warping of a spectrogram is another option, e.g. to fit the Bark
frequency scale [48].

2) Separation stage:Fig. 4 shows theseparation stage,
i.e. how the core procedure is applied iteratively in order
to segregate all the source signals from the mixture. At the
beginning, the two recorded mixtures are used as input to the
core procedure. The initial binary mask, BM(0) has the value
‘1’ for all T-F units. A stopping criterion is applied to the two
sets of masked output signals. The masked output signals are
divided into three categories defined by the stopping criterion
in Section IV:

1) The masked signal is of poor quality.
2) The masked signal consists of mainly one source signal.
3) The masked signal consists of more than one source

signal.
In the first case, the poor quality signal is stored for later

use and marked as a poor quality signal. We denote these

signals asp̂. When we refer to a signal of poor quality, we
mean a signal whose mask only contains few T-F units. Such a
signal is distorted with many artifacts. In the second case,the
signal is stored as a candidate for a separated source signal. We
denote those signals asŝ. In the third case, the masked signal
consists of more than one source. Further separation is thus
necessary, and the core procedure is applied to the signals.T-
F units that have been removed by a previous mask cannot
be re-introduced in a later mask. Thus, for each iteration,
the estimated binary masks become sparser. This iterative
procedure is followed until no more signals consist of more
than one source signal.

3) Merging stage:The objective of our proposed method is
to segregate all the source signals from the mixture. Because
a signal may be present in both ICA outputs, there is no
guarantee that two different estimated masks do not lead
to the same separated source signal. In order to increase
the probability that all the sources are segregated and no
source has been segregated more than once, amerging stage
is applied. Further, the merging stage can also improve the
quality of the estimated signals. The merging steps are shown
in Fig. 5. The output of the separation stage (stepa) is
shown in stepb. The output of the algorithm consists of
the k segregated sources,ŝ1, . . . , ŝk, the l segregated signals
of poor quality, p̂1, . . . , p̂l, and their corresponding binary
masks. In the merging stage, we identify binary masks that
mainly contain the same source signal. A simple way to decide
whether two masks contain the same signal is to consider the
correlation between the masked signals in the time domain.
Notice that we cannot find the correlation between the binary
masks. The binary masks are disjoint with little correlation.
Because we have overlap between consecutive time frames,
segregated signals that originate from the same source are
correlated in the time domain.

In stepc, the correlation coefficients between all the sep-
arated signals are found. If the normalized correlation coeffi-
cient between two signals is greater than a thresholdτC1, a
new signal is created from a new binary mask as shown in step
d ande. The new mask is created by applying the logical OR
operation to the two masks associated with the two correlated
signals. Here, we just find the correlation coefficients fromone
of the two microphone signals and assume that the correlation
coefficient from the other channel is similar.

Even though a segregated signal is of poor quality, it might
still contribute to improve the quality of the extracted signals.
Thus, the correlation between the signals with low quality
(energy) and the signals that contain only one source signal
is found (stepf). If the correlation is greater than a threshold
τC2, the mask of the segregated signal is expanded by merging
the mask of the signal of poor quality (stepg andh). Hereby
the overall quality of the new mask should be higher, because
the new mask is less sparse. After the correlations between
the output signals have been found, some T-F units still
have not been assigned to any of the source signal estimates.
As illustrated in Fig. 7, there is a possibility that some of
the sources in the mixture have not been segregated. In the
direction where the gains from the two ICA outputs are almost
equal, there is a higher uncertainty on the binary decision,
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Fig. 7. As in Fig. 2 the polar plots show the gain for differentdirections.
Comparison between the gains determines the binary masks. Within the
shaded areas, the gain is almost equal. Source signals that arrive from a
direction close to where the gains are almost equal will (depending on the
parameterτ ) either exist in both masked signals or in none of the masked
signals. Therefore, the algorithm may fail to segregate such source signals
from the mixture.

which means that a source in that area may appear in both
outputs. Furthermore, ifτ > 1 some T-F units in the shaded
area of Fig. 7 are assigned the value ‘0’ in both binary masks.
Therefore, sources are assumed to exist in the T-F units which
have not been assigned to a particular source yet. Thus, a
background maskis created from all the T-F units which have
not been assigned to a source (stepi). The background mask is
then applied to the original two mixtures, and possible sounds
that remain in the background mask are hereby extracted. The
separation algorithm is then applied to the remaining signal to
ensure that there is no further signal to extract. This process
continues until the remaining mask does not change any more
(stepj). Notice that the final output signals are maintained as
two signals.

B. Modified algorithm for convolutive mixtures

In a reverberant environment, reflections from the signals
generally arrive from different directions. In this situation,
the mixing model is given by (3). Again, we assume that
the sounds are recorded by a two-microphone array with
directional responses given in Fig. 1. A simple reverberant
environment is illustrated in Fig. 8. Here three sourcess1(n),
s2(n) ands3(n) are impinging the two-microphone array and
direction-dependent gains are obtained. Also one reflection
from each of the sources is recorded by the directional micro-
phones:α1s1(n−k1), α2s2(n−k2) andα3s3(n−k3). In this
environment, we can write the mixture with an instantaneous
mixing modelx = As with s = [α3s3(n−k3), s1(n), α2s2(n−
k2), s3(n), α1s1(n − k1), s2(n)]T and

A(θ) =

[

r1(θ1) · · · r1(θ6)
r2(θ1) · · · r2(θ6)

]

. (11)

s1(n)

1s1(n-k1)

2s2(n-k2)

3s3(n-k3)

s2(n)

s3(n)

1

2

3

4

5

6

Fig. 8. A simple reverberant environment with three sourceseach having
one reflection. As in Fig. 1 the impinging signals are recorded by a two-
microphone array with directional responses, so that each direction corre-
sponds to a certain set of directional microphone responses. Here, each
reflection can be regarded as a single source impinging the microphone array.

We can therefore apply the iterative instantaneous ICA al-
gorithm to the mixture, and we can segregate the convolu-
tive mixture into numerous components, as independent as
possible, where each component is a source or a reflection
impinging from a certain direction. Similarly, a merging stage
can determine if two segregated components originate from
the same source.

When the method is applied to reverberant mixtures, we ob-
serve that the estimated binary masks becomes more frequency
dependent so that the binary mask for some frequencies
mainly contains zeroes and for other frequency bands mainly
contains ones. This results in band-pass filtered versions of
the segregated signals. For example, one binary mask mainly
contains the high-frequency part of a speech signal, while
another mask mainly contains a low-frequency part of the same
speech signal. This high-pass and low-pass filtered versions are
poorly correlated in the time-domain. In order to merge these
band-pass filtered speech signals that originate from the same
source, we compute the correlation between the envelopes
of the signals instead. This approach has successfully been
applied in frequency domain ICA in order to align permuted
frequencies [49], [50]. The following example shows that the
envelope correlation is a better merging criterion than just
finding the correlation between the signals, when the signals
are bandpass-filtered.

Two speech signalsA and B with a sampling rate of
10 kHz are each convolved with a room impulse response
having T60 = 400 ms. Both signals are divided into a high-
frequency (HF) part, and a low frequency (LF) part. Hereby
four signalsALF, AHF, BLF, andBHF are obtained. The two
LF signals are obtained from binary masks which contain ones
for frequencies below 2500 Hz and zeros otherwise, and the
two HF signals are obtained from binary masks which contain
ones for frequencies above 2500 Hz and zeros otherwise. We
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TABLE I

CORRELATION BETWEEN HIGH- AND LOW-PASS FILTERED SPEECH

SIGNALS, THE ENVELOPE OF THE SIGNALS AND THE SMOOTHED

ENVELOPE OF THE SIGNALS.

ALF AHF BLF BHF
ALF 1 0.0006 0.0185 0.0001
AHF 1 0.0001 0.0203
BLF 1 0.0006
BHF 1

E(ALF) E(AHF) E(BLF) E(BHF)
E(ALF) 1 0.0176 0.0118 0.0131
E(AHF) 1 0.0106 0.0202
E(BLF) 1 0.0406
E(BHF) 1

Ê(ALF) Ê(AHF) Ê(BLF) Ê(BHF)

Ê(ALF) 1 0.0844 0.0286 0.0137
Ê(AHF) 1 0.0202 0.0223
Ê(BLF) 1 0.0892
Ê(BHF) 1

now find the correlation coefficients between the four signals
and the envelopes. The envelope can be obtained in different
ways. The envelopeE of the signalx(n) can be calculated as
[51]

E(x(n)) = |x(n) + jH(x(n))|, (12)

whereH(x(t)) denotes the Hilbert transform, andj denotes
the imaginary unit. Alternatively, we can obtain a smoother
estimateÊ as

Ê(x(n)) = Ê(x(n− 1))+ α(n)
(

|x(n)| − Ê(x(n− 1))
)

, (13)

where

α =

{

0.04, if |x(n)| − Ê(x(n − 1)) > 0;
0.01, if |x(n)| − Ê(x(n − 1)) < 0.

(14)

The above values ofα have been found experimentally. The
attack time and release time of the low-pass filter have been
chosen differently in order to track the onsets easily. We
initialize (13) by settingÊ(x(0)) = 0.

To prevent the DC component of the envelope from con-
tributing to the correlation, the DC components are removed
from the envelopes by a high-pass filter, before the correlation
coefficient between the envelopes is computed. In Table I,
the correlation coefficients between the four signals have been
found, as well as the correlations between the envelopes and
the smoothed envelopes. It is desirable that the correlation
between signals that originate from the same source be high
while the correlation between different signals be low. As it
can be seen, the correlation coefficients between the signals
do not indicate thatALF and AHF (or BLF and BHF) belong
to the same source signal. When the correlation coefficients
between the envelopes are considered, the correlations between
ALF and AHF (or BLF and BHF) are a little higher than the
cross-correlation between the source signals. The best result is
obtained for the correlation between the smoothed envelopes.
Here the correlations betweenALF and AHF (or BLF and
BHF) are significantly higher than the correlations between the
different sources. In the reverberant case, we thus merge masks
based on correlation between the smoothed envelope. We have

also tried to apply the envelope-based merging criterion in
the instantaneous case, but found that the simple correlation-
based criterion gives better results. The reason, we suspect, is
that the temporal fine structure of a signal that is present in
the instantaneous case but weakened by reverberation is more
effective than the signal envelope for revealing correlation.

IV. STOPPING CRITERION

As already mentioned, it is important to decide whether the
algorithm should stop or the processing should repeat. The
algorithm should stop when the signal consists of only one
source or when the mask is too sparse (hence the quality of
the resulting signal will be poor). Otherwise, the separation
procedure should continue. When there is only one source in
the mixture, the signal is expected to arrive only from one
direction and thus the rank of the mixing matrix is one. We
propose a stopping criterion based on the covariance matrix
of the masked sensor signals. An estimate of the covariance
matrix is found as

Rxx = 〈xxT 〉 =
1

Ns

xxT , (15)

where Ns is the number of samples inx. By inserting (1),
and assuming that the noise is independent with varianceσ2,
the covariance can be written as function of the mixing matrix
and the source signals:

Rxx = 〈(As + ν)(As + ν)T 〉 (16)

= A〈ssT 〉AT + 〈νν
T 〉 (17)

= A〈ssT 〉AT + σ2I (18)

= Ψ + σ2I , (19)

where Ψ = ARssAT of size M × M . We assume that
the masked sensor signal consists of a single source if the
condition number (based on the 2-norm) [52] is greater than
a thresholdτc, i.e.

cond(Rxx) > τc. (20)

A high condition number indicates that the matrix is close to
being singular. SinceRxx is symmetric and positive definite,
cond(Rxx) = max eig(Rxx)/ min eig(Rxx), where eig(Rxx)
is the vector of eigenvalues ofRxx. Because the desired
signals are speech signals, we bandpass filter the masked
mixed signals before we calculate the covariance matrix, so
that only frequencies where speech dominates are considered.
The cutoff frequencies of the bandpass filter are chosen to be
500 and 3500 Hz.

In order to discriminate between zero and one source signal,
we consider the power of the masked signal. If the power of
the masked signal has decreased by a certain amount compared
to the power of the original mixture, the signal is considered
to be of poor quality. We define this amount by the parameter
τE , which is measured in dB.

This stopping criterion is applied for instantaneous as well
as convolutive mixtures. In the case of convolutive mixtures,
the stopping criterion aims at stopping when the energy of
the segregated signal mainly comes from a single direction,
i.e. the iterative procedure should stop when only a single



IEEE TRANSACTIONS ON NEURAL NETWORKS, VOL. X, NO. XX, MONTH 200X 9

reflection from a source remains in the mixture. Note that,
as illustrated in Fig. 8, our algorithm for convolutive mixtures
treats each reflection as a distinct sound source. Because many
reflections have low energy compared to the direct path, a high
number of segregated signals of poor quality are expected in
the reverberant case.

V. EVALUATION

A. Evaluation Metrics

When using a binary mask, it is not possible to reconstruct
the speech signal perfectly, because the signals partly overlap.
An evaluation method that takes this into account is therefore
used [53]. As a computational goal for source separation, the
ideal binary maskhas been suggested [32]. The ideal binary
mask for a signal is found for each T-F unit by comparing
the energy of the signal to the energy of all the interfering
signals. Whenever the signal energy is higher within a T-F
unit, the T-F unit is assigned the value ‘1’ and whenever the
combined interfering signals have more energy, the T-F unit
is assigned the value ‘0’. The ideal binary mask produces the
optimal SNR gain of all binary masks in terms of comparing
with the entire signal [34].

As in [34], for each of the separated signals, the percentage
of energy lossPEL and the percentage of noise residuePNR

are calculated:

PEL =

∑

n

e2
1(n)

∑

n

I2(n)
(21)

PNR =

∑

n

e2
2(n)

∑

n

O2(n)
, (22)

where O(n) is the estimated signal, andI(n) is the signal
re-synthesized after applying the ideal binary mask.e1(n)
denotes the signal present inI(n) but absent inO(n) and
e2(n) denotes the signal present inO(n) but absent inI(n).
The performance measurePEL can be regarded as a weighted
sum of the T-F unit power present in the ideal binary mask, but
absent in the estimated mask, while the performance measure
PNR can be regarded as a weighted sum of the T-F unit power
present in the estimated binary mask, but absent in the ideal
binary mask.

Also the output signal-to-noise ratio (SNRo) can be mea-
sured. Here the SNRo is defined using the re-synthesized
speech from the ideal binary mask as the ground truth

SNRo = 10 log10

[

∑

n

I2(n)

∑

n

(I(n) − O(n))2

]

. (23)

If instead the original signal is used as the ground truth in the
numerator in (23), the relatively low target energy from theT-F
units that have been assigned the value ‘0’ will also contribute.
Because there is good perceptual correlation between the
true speech signal and the resynthesized speech signal from

the ideal mask [32], we should not let the inaudible values
of the true signal contribute disproportionately to the SNR
estimation. Therefore, it is better to use the ideal mask as the
ground truth. Also the signal-to-noise ratio before separation,
the input SNR (SNRi), is calculated. The SNRi is the ratio
between the desired signal and the interfering signals in the
recorded masked mixtures. The SNR gain is measured in dB
by

∆SNR= SNRo − SNRi . (24)

If we instead were using the original signals as ground truth,
the SNR gain would be about 1-2 dB lower (see also [34]).

B. Setup and parameter choice

For evaluation, twelve different speech signals - six male
and six female - from eleven different languages have been
used. All speakers raised voice as if they were speaking in
a noisy environment. The duration of each of the signals is
five seconds and the sampling frequency isfs = 10 kHz.
All the source signals have approximately the same loudness.
Separation examples and Matlab source code are available
online [54], [55]. The signal positions are chosen to be seven
positions equally spaced in the interval0◦ ≤ θ ≤ 180◦ as
shown in Fig. 2. Hereby, the minimum angle between two
signals is30◦. During the experiments, each mixture is chosen
randomly and each source is randomly assigned to one of the
seven positions.

We have experimented with several different random mix-
tures. Sometimes the method fails in separating all the mix-
tures. In those cases, typically two segregated signals are
merged because they are too correlated, resulting inN −
1 segregated signals, where one of the segregated signals
consists of two source signals which are spatially close to
each other. Alternatively, one source signal may occur twice
resulting in N + 1 separated signals. Therefore, as another
success criterion we also count the number of times where all
N sources in the mixture have been segregated into exactlyN
signals and each of theN sources are dominating in exactly
one of the segregated signals. We call the ratio “correctness
of detected source number” or “Correct #” in the result tables.
We then calculate the average performance from those where
the number of sources has been correctly detected when
the algorithm stops. Although not all signals are correctly
separated, it is still useful for some applications to recover
some of the signals. Subjective listening could determine
which of the source signals in the mixture the segregated
signal is closest to. Here we use an automatic method to
determine the pairing between the segregated signal and a
source signal by comparing the corresponding estimated mask
of the segregated signal and the ideal masks of different source
signals. The source signal whose corresponding ideal mask is
closest (in terms of most number of ones in common) to the
estimated mask is determined to correspond to the segregated
source. This method correlates well with subjective listening.

Different instantaneous ICA algorithms can be applied to the
method. For evaluation we use an implementation of the IN-
FOMAX ICA algorithm [13] which uses the BFGS (Broyden-
Fletcher-Goldfarb-Shanno) optimization method [56], [57].
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TABLE II

ROBUSTNESS OFτC AND τE FOR INSTANTANEOUS MIXTURES OFN = 4

AND N = 6 SIGNALS.

τC

N = 4 N = 6
τE 2000 3000 4000 2000 3000 4000

15.45 15.34 15.24 13.85 14.04 13.87
15 10/10 10/10 9/10 6/10 5/10 5/10

15.34 15.23 15.18 13.91 13.94 14.06
20 10/10 10/10 10/10 8/10 9/10 6/10

15.64 15.19 14.36 14.39 13.86 14.06
25 4/10 4/10 5/10 1/10 4/10 6/10

∆SNR and the number of times
(out of the ten cases) where all signals have been segregated

Unless otherwise stated, the parameterτ in Equations (9) and
(10) is set toτ = 1.

1) Choice of thresholds:Different thresholds have to be
chosen. The thresholds have been determined from initial
experiments as described below.

Regarding the two correlation thresholds,τC1 and τC2

shown in Fig. 5, our experiments show that most correlations
between the time signals are very close to zero. Two candidates
for separated signals are merged if the correlation coefficient
is greater than 0.1. IfτC1 is increased, some signals may not
be merged even though they mainly contain the same source.
If τC2 is decreased, the probability of merging different source
signals is increased. The low energy signals are even less
correlated with the candidates for separated signals. Therefore,
we have chosenτC2 = 0.03. If τC2 is increased, the masks
become sparser, and more artifacts occur. IfτC2 becomes
smaller, noise from other sources becomes more audible.

The thresholds in the stopping criterion are estimated from
the initial experiments too. The condition number related
threshold is chosen to beτC = 3000. The signal is considered
to contain too little energy when the energy of the segregated
signal has decreased toτE = −20 dB, when the power of a
recorded mixture is normalized to 0 dB.

The robustness of the two thresholdsτC and τE has been
evaluated.τC has been evaluated for the values 2000, 3000
and 4000. Likewise,τE has been evaluated for the values
15, 20 and 25 dB. For each pair ofτC and τE ten different
random speech mixtures drawn from the pool of twelve speech
signals are segregated. The experiment has been performed
for mixtures consisting of four or six speech signals. In each
case,∆SNR is measured. Also the number of times (out of
ten) where exactly all the sources in the mixture are been
segregated is found. The results are reported in Table II. As
it can be seen, the∆SNR does not vary much as function of
the two thresholds. The number of times where the method
fails to segregate exactlyN speech signals from the mixture
is minimized forτC = 3000 andτE = 20 dB, which will be
used in the evaluation.

The algorithm could be applied to a mixture several times,
each time with different thresholds. Such a procedure could
increase the chance of extracting all the sources from the
mixture.

TABLE III

PERFORMANCE FOR DIFFERENT WINDOW LENGTHS

Window length PEL(%) PNR(%) ∆SNR Correct #
256 (25.6 ms) 9.17 11.38 13.56 44/50
512 (51.2 ms) 6.07 8.62 15.23 46/50

1024 (102.4 ms) 6.86 9.92 14.75 46/50
The window length is given in samples and in milliseconds.

The DFT length is four times the window length.
The number of signals in each instantaneous mixture isN = 4.

2) Window function:In [8], the Hamming window is found
to perform slightly better than other window functions. In the
following, the Hamming window will be used.

3) Window length: Different window lengths have been
tried. The overlap factor is selected to be75%. An overlap
factor of50% has also been considered, but better performance
is obtained with75% overlap.

With an overlap of75% the separation has been evaluated
for window lengths of 256, 512 and 1024 samples, which with
fs = 10 kHz give window shifts of 12.8, 25.6 and 51.2 ms,
respectively. For a Hamming window the 3 dB bandwidth of
the main lobe is 1.30 samples [58]. The frequency (spectral)
resolution is thus 50.8, 25.4 and 12.7 Hz, respectively. The
DFT length is four times the window length. Hence, the
spectrogram resolution is 513, 1025 and 2049, respectively.
By selecting a DFT length longer than the window length,
the spectrogram becomes smoother, and when listening to the
segregated signals, the quality becomes much better too. When
the DFT size is longer than the window size, there is more
overlap between the different frequency bands. Furthermore,
artifacts from aliasing are reduced by zero-padding the window
function.

The results are shown in Table III. The average performance
is given for fifty random mixtures, each consisting of four
speech sources. The highest SNR improvement is achieved for
a window length of 512. A similar performance is achieved
for the window length of 1024, while the window length of
256 performs a little worse. In the following experiments, we
use a window length of 512.

4) ICA algorithm: We have chosen to use the INFOMAX
algorithm [13] for evaluation, but other ICA algorithms could
be used also. To examine how much the performance of
our method depends on the chosen ICA algorithm, we have
compared the INFOMAX and the JADE algorithm [59] in the
ICA step. In both cases, the code is available online [56],
[60]. The two algorithms have been applied to the same fifty
mixtures each consisting of four signals drawn from the pool
of twelve signals. The results are given in Table IV. As it can
be seen, the performance of our method does not depend much
on whether the chosen ICA algorithm is the INFOMAX or the
JADE algorithm.

C. Separation results for instantaneous mixtures

Tables V and VI show the average separation performance
for mixtures ofN signals forτ = 1 andτ = 2. For eachN ,
the algorithm has been applied fifty times to different speaker
mixtures from the pool of twelve speakers atN of the seven
random positions.
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TABLE IV

COMPARISON BETWEENJADE AND INFOMAX ICA ALGORITHMS.

Algorithm PEL(%) PNR(%) ∆SNR Correct #
JADE 6.20 8.86 15.17 46/50

INFOMAX 6.07 8.62 15.23 46/50
Instantaneous mixtures consisting of four sources have been used.

TABLE V

EVALUATION WITH RANDOM INSTANTANEOUS MIXTURES CONSISTING OF

N SIGNALS.

N PEL(%) PNR(%) SNRi SNRo ∆SNR Correct #
2 1.01 2.00 0 18.92 18.92 47/50
3 2.99 4.86 -3.95 12.50 16.45 46/50
4 6.07 8.62 -5.98 9.26 15.23 46/50
5 10.73 13.02 -7.40 5.56 14.27 44/50
6 14.31 13.63 -8.39 5.25 13.64 44/50
7 18.34 22.43 -9.24 4.24 13.48 41/50

The parameterτ = 1.

As it can be seen, the proposed algorithm is capable of
separating at least up to seven source signals. It can also be
seen that the probability of recovering allN speech signals
decreases asN increases. Also, the quality of the separated
signals deteriorates whenN increases. WhenN increases, the
T-F domain becomes less sparse because of higher overlap
between the source signals. When the performance forτ = 1
in Table V is compared with that forτ = 2 in Table VI, it can
be seen that the performance is better forτ = 1. However the
algorithm with τ = 1 uses more computation time compared
to τ = 2. As it can be seen in Table V, the algorithm fails to
separate two sources from each other in three cases. This is
probably because the masks at some point are merged due to
a wrong decision by the merging criterion. In Fig. 9, the ideal
binary masks for a source from an example mixture of three
speech signals are shown, along with the estimated mask is
shown. As it can be seen, the estimated mask is very similar
to the ideal masks.

1) Stationarity assumption:The duration of the mixture is
important for separation. It is required that the source signals
remain at their positions while the data is recorded. Otherwise
the mixing matrix will vary with time. Therefore, there is a
tradeoff between the number of available samples and the time
duration during which the mixing matrix can be assumed to
be stationary. Mixtures containing four speech signals have
been separated. The durationT is varied between 1 and 5
seconds. The average performance has been found from fifty

TABLE VI

EVALUATION WITH RANDOM INSTANTANEOUS MIXTURES CONSISTING OF

N SIGNALS.

N PEL(%) PNR(%) SNRi SNRo ∆SNR Correct #
2 3.43 0.50 0 18.22 18.22 50/50
3 7.36 2.60 -3.96 11.10 15.06 46/50
4 12.26 4.17 -5.89 8.81 14.70 42/50
5 19.81 6.21 -7.32 6.59 13.91 40/50
6 25.91 8.81 -8.36 5.31 13.67 23/50
7 30.52 11.86 -9.12 3.00 13.46 4/50

The parameterτ = 2.
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Fig. 9. Separation example. A segregated speech signal froma mixture of
three speech signals. The two upper masks show the ideal binary mask for each
of the two directional microphones. For this estimated signal, PEL = 1.38%,
PNR = 0.46%, and∆SNR= 20.98 dB. Notice, unless the ideal masks from
both microphones are exactly the same,PEL andPNR are always greater than
zero. Perceptually, the segregated signal sounds clean without any artifacts.
The separation quality is similar for the two other signals from the mixture.

TABLE VII

EVALUATION OF SEPARATION PERFORMANCE AS FUNCTION OF THE

SIGNAL LENGTH T .

T PEL(%) PNR(%) SNRi SNRo ∆SNR Correct #
1 7.53 8.83 -6.38 9.44 15.83 34/50
2 7.85 8.23 -5.98 9.00 14.88 43/50
3 6.87 9.69 -6.04 8.80 14.85 46/50
4 7.57 9.05 -6.04 8.81 14.86 46/50
5 6.07 8.62 -5.98 9.26 15.23 46/50
Instantaneous mixtures consisting of four sources have been used.

different mixtures. Since the speech mixtures are randomly
picked, one second is selected as the lower limit to ensure that
all four speech signals are active in the selected time frame.
The separation results are shown in Table VII. Fifty mixtures
of four source signals have been separated and the average
performance is shown. As it can be seen, the probability of
recovering all the source signals decreases when less data
is available. On the other hand, the performance does not
increase further for data lengths above three seconds. By
listening to the separated signals, we find that among the
mixtures where all sources have been successfully recovered,
there is no significant difference in the quality of the separated
signals.

2) Different loudness levels:In the previous simulations,
all the speech signals are approximately equally strong. Now
we test the separation performance in situations where the
signals in the mixture have different levels of loudness. The
mixtures consist of four speech signals, drawn from the pool
of twelve signals. Before mixing, the first speech signal is
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TABLE VIII

EVALUATION OF SEPARATION PERFORMANCE AS FUNCTION OF ADDITIVE

MICROPHONE NOISE.

Noise PEL(%) PNR(%) SNRi SNRo ∆SNR Correct #
-10 dB 15.29 15.52 -6.51 5.95 12.43 19/50
-20 dB 7.42 10.26 -6.02 8.37 14.39 45/50
-30 dB 6.24 8.53 -5.99 9.27 15.26 46/50
-40 dB 6.23 8.72 -5.97 9.19 15.16 47/50
-50 dB 6.39 8.15 -5.98 9.29 15.27 45/50
-60 dB 6.04 8.62 -5.98 9.27 15.25 46/50

Instantaneous mixtures consisting of four sources have been used.

multiplied by 1, the second speech signal is multiplied by 0.5,
and the remaining two speech sources are multiplied by 0.25.
The average performance from fifty simulations is found. The
two strongest sources are segregated in all the examples. In25
of the 50 simulations, all of the four signals are segregated. On
average∆SNR is 16.57 dB,PEL = 6.65% andPNR = 14.64%.
When we compare to the more difficult case in Table V where
all four speakers have equal loudness, we see that the average
∆SNR here is 1 dB better.

3) Microphone noise:In the previous simulations, noise
is omitted. We now add white noise to the directional mi-
crophone signals with different noise levels. The simulation
results are given in Table VIII. The noise level is calculated
with respect to the level of the mixtures at the microphone.
The mixtures without noise are normalized to 0 dB. As it can
be seen from the table, noise levels of up to -20 dB can be
well tolerated.

D. Separation results for anechoic mixtures

As mentioned in Section II, directional microphone gains
can be obtained from two closely-spaced microphones. Signals
impinging at a two-microphone array have been simulated
and the directional microphone gains have been obtained
as described in the Appendix. The distance between the
microphones is chosen asd = 1 cm. Hereby an instantaneous
mixture is approximated from delayed sources. With this setup,
fifty mixtures each consisting of four speech signals drawn
from the pool of twelve speakers have been evaluated. The
results are given in Table IX. Because the microphone gain
is slightly frequency-dependent, the performance deteriorates
compared to the ideal case where the gain is frequency
independent, especially for the frequencies above 4 kHz. This
is illustrated in Fig. 10. This might be explained by the factthat
the approximationkd ≪ 1 (described in the Appendix) does
not hold for higher frequencies. Fortunately, for the perception
of speech, the higher frequencies are less important. It can
also be seen that the number of times where the exactly four
sources have been segregated is decreased. In many cases one
source is segregated more than once, which is not merged in
the merging stage because the correlation coefficient is too
low.

E. Separation results for reverberant recordings

As described in Section III, the method can be applied
to recordings of reverberant mixtures. We use recordings

TABLE IX

EVALUATION OF DIRECTIONAL MICROPHONE APPROXIMATION.

Mic. dist. PEL(%) PNR(%) ∆SNR Correct #
d = 1 cm 7.63 8.84 14.83 17/50
Ideal case 6.07 8.62 15.23 46/50
Anechoic mixtures consisting of four sources have been used.
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Fig. 10. Separation example. A segregated speech signal from a mixture
of four speech signals. The speech signal impinges on an array consisting
of two omnidirectional microphones spaced 1 cm apart. The two upper
masks show the ideal binary masks for each of the two omnidirectional
microphones. Because the directional gains are slightly frequency dependent,
the performance for the high frequencies is deteriorated compared to the ideal
case when the microphone gain is not frequency dependent, asshown in Fig. 9.

from a hearing aid with two closely-spaced, vertically placed
omnidirectional microphones. The hearing aid is placed in the
right ear of a Head and Torso Simulator (HATS) [61]. Room
impulse responses are estimated from different loudspeaker
positions. The source signals were then created by convolving
the room impulses with the clean speech signals from the pool
of twelve speakers.

The impulse responses are found in a reverberant room
where the room reverberation time wasT60 = 400 ms. Here
reflections from the HATS and the room exist. The microphone
distance is 12 mm. The room dimensions were5.2×7.9×3.5 m
and the distance between the microphones and the loudspeak-
ers were 2 m. Impulse responses from loudspeaker positions
of 0◦, 90◦, 135◦, and 180◦ are used. The configuration is
shown in Figure 11. Fifty different mixtures consisting of
four speakers from the pool of twelve speakers are created.
The parameters of the algorithm have to be changed. When
reverberation exists, the condition number never becomes as
high as the chosen threshold ofτC = 2000. Therefore we need
much lower thresholds. The separation performance is found
for different values ofτC . The remaining thresholds are set to
τE = 25, τC1 = 0.1 and τC2 = 0.05, with parameterτ = 1.
The separation results are provided in Table X. Four sources
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Fig. 11. Room configuration. The Head and Torso Simulator (seen from
above) is placed in the middle of a room with a reverberation time of 400 ms.
The two-microphone array is placed at the right ear. The distance between the
microphones is 12 mm. The four sources arrive from positionsof 0◦, 90◦,
135◦, and 180◦. The distance from the center of the head to each of the
loudspeakers was 2 m. The room dimensions were5.2 × 7.9 × 3.5 m.

are not always segregated from a mixture. Therefore we count
how many times the algorithm manages to segregate 0, 1, 2,
3 or all four sources from the mixture. This is denoted as
‘freq.’ in the table. We find the averagePEL, PNR and∆SNR
for all these cases. It can be seen that often three of the four
signals are segregated from the mixture. The average∆SNR is
around 6 dB. Even though the separation is not as good as in
anechoic cases, it is worth noting that instantaneous ICA inthe
time domain may be used to segregate convolutive mixtures.

Another option is to apply a convolutive ICA algorithm
[19] instead of an instantaneous ICA method. This was done
in [42]. The advantage of using a convolutive algorithm
compared to a instantaneous algorithm is that the convolutive
algorithm is able to segregate sources, with larger microphone
distances. Still, we have to assume that the convolutive algo-
rithm at each step is able to segregate the sources into two
groups, where some sources dominate in one group and other
sources dominate in the other group. The stopping criterion
from Section IV which is used to discriminate between one and
more-than-one signal performs worse under the reverberant
condition. Even though the criterion is applied to narrow
frequency bands, the performance becomes worse as reported
in [62]. In [42], we used a single-microphone criterion based
on the properties of speech. There are some advantages of
applying an instantaneous ICA as opposed to applying a
convolutive ICA algorithm. The instantaneous algorithm is
computationally less expensive. Further, frequency permuta-
tions which exist in many convolutive algorithms [19] are
avoided.

The method used here cannot directly be compared to the
method used in [42] which was applied with a much larger
microphone distance. In [42], artificial room impulse responses

TABLE X

SEPARATION OF CONVOLUTIVE MIXTURES CONSISTING OF FOUR

SIGNALS.

τC = 200
# seg. PEL(%) PNR(%) ∆SNR Freq.
0 – – – 0/50
1 – – – 0/50
2 – – – 0/50
3 56.30 45.74 6.22 29/50
4 65.21 49.85 5.57 21/50

τC = 250

0 – – – 0/50
1 7.65 93.32 -5.20 1/50
2 45.61 49.19 6.73 1/50
3 56.42 48.90 6.01 30/50
4 62.90 50.32 5.62 18/50

τC = 300

0 – – – 0/50
1 – – – 0/50
2 29.11 53.02 5.38 4/50
3 57.68 47.12 6.05 32/50
4 64.58 51.00 5.58 14/50

τC = 350

0 – – – 0/50
1 – – – 0/50
2 36.86 53.85 5.56 9/50
3 54.83 47.63 5.97 30/50
4 65.02 49.55 5.71 11/50

τC = 400

0 – – – 0/50
1 – – – 0/50
2 41.86 52.88 5.40 7/50
3 54.71 48.09 5.92 31/50
4 64.16 50.06 5.56 12/50

were used withT60 = 160 ms, and here we have used recorded
room impulses withT60 = 400 ms. The SNR gains obtained
by the two methods are approximately the same.

F. Comparison with other methods

Several other methods have been proposed for separation
of an arbitrary number of speech mixtures with only two
microphones by employing binary T-F masking [8], [24],
[63]. In [24], speech signals were recorded binaurally and
the interaural time difference (ITD) as well as the interaural
intensity difference (IID) are extracted. The speech signals
are separated by clustering in the joint ITD-IID domain.
Separation results for three-source mixtures are given. AnSNR
gain of almost 14 dB is achieved. The gain also depends on
the arrival directions of the source signals. Similarly, inthe
DUET algorithm described in [8], speech signals are separated
by clustering speech signals in the amplitude/phase domain.
In [8], the DUET algorithm was evaluated with synthetic
anechoic mixtures, where amplitude and delay values are ar-
tificially chosen, as well as real reverberant recordings. These
methods also have the advantage that the number of sources
in the mixture need not be known in advance. In [24], the 128
frequency channels are (quasi) logarithmically distributed with
center frequencies in the range of 80 Hz and 5000 Hz, while
the frequency channels are linearly distributed in our proposed
method and in [8] with a much higher frequency resolution.
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In [38], the mask estimation is based on direction-of-arrival
(DOA) techniques combined with ICA. The DOA technique
is used to subtractN − M sources, and the ICA algorithm
is applied to the remainingM sources in the mixture. The
method may be applied with binary masks, but in order to
reduce musical noise, more continuous masks based on the
directivity patterns have been applied. The method is shown
for separation of mixtures containing up to four speech signals.
In contrast to [38], our method separates speech mixtures
by iteratively extracting individual source signals. Similar to
other multi-microphone methods our method relies on spatially
different source locations, but unlike the previous methods, our
method uses ICA to estimate the binary masks by iteratively
estimating independent subsets of the mixtures. While methods
based on DOA may sweep all possible directions in order
to estimate the null directions, our proposed ICA technique
automatically steers the nulls. Our approach can be used to
iteratively steer the nulls in settings with more sources than
microphones. In [39], binary masks are also found based on
the ICA outputs. Our method differs from the method in [39]
for our method is able to segregate more sources than mixtures.

Another method for extraction of multiple speakers with
only two microphones is presented in [64]. This method is
based on localization of the source signals followed by a
cancellation part where for each time frame different nulls
are steered for each frequency. Simulations under anechoic
conditions show subtraction of speech signals in mixtures
containing up to six equally loud source signals. In [64] the
SNR is found with the original signals as ground truth. An
SNR gain of 7–10 dB was reported. Our method gives a
significantly higher∆SNR.

The microphone placement is different in our method com-
pared to the microphone placement in the DUET algorithm
[8]. Therefore, in order to provide a fair comparison between
our proposed and the DUET algorithm, we have implemented
the DUET algorithm for demixing approximately W-disjoint
orthogonal sources by following the stepwise description in
[8].

1) Comparison with DUET in the instantaneous case:
The DUET algorithm has been applied to the same set of
instantaneous mixtures that were used in Table V and VI. The
results of the DUET algorithm for separation of 3–6 sources
are reported in Table XI. When comparing the separation
results in Table XI with the results from our proposed method
in Table V and VI, it can be seen that our proposed method
gives a better∆SNR. Note that our∆SNR is different from
the signal-to-interference ratio used in [8] and tends to bemore
stringent. Furthermore, our method is better at estimatingthe
exact number of sources, as the Correct # column indicates.
The histogram smoothing parameter in the DUET algorithm
provides a delicate trade-off. If the histogram is smoothedtoo
much, it results in sources that merge together. If the histogram
is smoothed too little, erroneous peaks appear resulting in
too high an estimate of the number of sources. The best
performing setting of the smoothing parameter is used in our
implementation.

2) Comparison with DUET for convolutive mixtures:The
DUET algorithm has been applied to the same synthetic rever-

TABLE XI

EVALUATION OF THE DUET ALGORITHM WITH RANDOM INSTANTANEOUS

MIXTURES CONSISTING OFN SIGNALS.

N PEL(%) PNR(%) SNRi SNRo ∆SNR Correct #
3 26.61 20.04 -3.94 3.17 7.11 11/50
4 36.44 23.21 -5.77 2.04 7.63 20/50
5 39.42 22.95 -7.25 1.73 8.98 10/50
6 52.80 40.97 -8.20 0.30 8.51 1/50

TABLE XII

SEPARATION OF CONVOLUTIVE MIXTURES CONSISTING OF FOUR SIGNALS

WITH THE DUET ALGORITHM .

# seg. PEL(%) PNR(%) ∆SNR Freq.
0 – – – 0/50
1 – – – 0/50
2 – – – 0/50
3 65.28 29.92 5.80 7/50
4 82.56 37.79 5.55 43/50

berant data set that was used in Section V-E. The separation
performance can be found in Table XII. When comparing the
results of the first parte in Table X and Table XII we find that
the performance of the DUET algorithm and our proposed
method is generally similar. Both algorithms have difficulties
in finding the exact number of sources under reverberant
conditions. The DUET is able to extract all four sources in
43 of the 50 experiments, while our method is able to extract
all sources in 21 of the 50 experiments. The lower number
of extracted sources in our proposed method is caused by
our merging criterion which often tends to merge different
sources. On the other hand, the SNR gain is a little higher for
our method. In the remaining 29 experiments we are able to
segregate three of the four sources, again with a higher SNR
gain than the DUET algorithm.

In summary, our comparison with DUET suggests that the
proposed method produces better results for instantaneous
mixtures and comparable results for convolutive mixtures.
By listening to our results and those published in [8], the
quality of our results seems at least as good as the quality
of the separated signals of [8]. In terms of computational
complexity, our method depends on the number of sources
in the mixtures, whereas the complexity of the DUET algo-
rithm mainly depends on the histogram resolution. We have
chosen a histogram resolution of101 × 101 and a smoothing
kernel of size20 × 20. With this histogram resolution, the
DUET algorithm and our proposed method take comparable
amounts of computing time, for convolutive mixtures about 20
minutes per mixture on average on an HP 320 server. For the
instantaneous case, our algorithm is faster; for example, with
three sources, it takes about 4:30 min (τ = 1) and 3:40 min
(τ = 2) to segregate all the sounds from a mixture, and about
10 min (τ = 1) and 7 min (τ = 2) to segregate all the sounds
when the instantaneous mixture consists of seven sources.

VI. D ISCUSSION

In this paper directional microphones placed at the same
location are assumed. This configuration allows the mixing
matrix to be delay-less, and any standard ICA algorithm can
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therefore be applied to the problem. The configuration keeps
the problem simple and still realistic. As shown in Section V-
D, the algorithm may still be applied to delayed mixtures
without significant changes. Alternatively, the ICA algorithm
can be modified in order to separate delayed mixtures (see
e.g. [4]). Since beamformer responses are used to determine
the binary masks, the microphone distance cannot be too
big. If the distance between the microphones is greater than
half the wavelength, spatial aliasing occurs, and frequency-
dependent null directions and sidelobes occur. An example of
such multiple null directions and sidelobes is shown in Fig.12.
Therefore, for large microphone distances, the performance is
expected to decrease, especially at high frequencies. A solution
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Fig. 12. A typical high-frequency microphone response. Theresponse is
given for the frequency of 4000 Hz, and a distance of 20 cm between the
microphones. The half-wavelength at 4000 Hz isλ/2 = 4.25 cm. Since four
whole half-wavelengths fit between the microphones, four nulls appear in the
interval 0◦ ≤ θ ≤ 180◦. Such a beampattern cannot efficiently be used to
estimate the binary mask.

to this problem could be to use the envelope of the mixed
high-frequency signal as ICA input directly.

By only using instantaneous ICA in the reverberant case, we
assume that the sources can be divided into many independent
components that can be merged afterwards. However, this
assumption has some limitations. Sometimes, the independent
components are very sparse, and hence it is difficult to apply
reliable grouping. A way to better cope with this problem
and the delays may be to apply a convolutive separation
algorithm instead of an instantaneous separation step. Still,
we believe it is an advantage to use instantaneous source
separation compared to convolutive source separation because
it is computationally much simpler - it only has four values
to estimate, whereas convolutive ICA has thousands of filter
coefficients to estimate.

When binary time-frequency masks are used, artifacts (mu-
sical noise) are sometimes audible in the segregated signals,
especially when the masks are sparse. The musical noise
degrades the perceptual quality of the segregated signal. Mu-
sical noise is caused by several factors. The binary mask
can be regarded as a time-variant gain function multiplied to
the mixture in the frequency domain. This corresponds to a

circular convolution in the time domain. Therefore artifacts
due to aliasing occur. From an auditory point of view, musical
noise appears when separated T-F regions are isolated from
each other. As a result, the sound of such an isolated region
becomes an audible tone, which does not group with the
other sounds in the auditory scene. In order to reduce musical
noise, it has been suggested to use continuous masks [38]. By
listening to the signals, we have observed that a mask created
by combining masks produced with different thresholds and
weighted by the thresholds results in less musical artifacts. In
our case, a more graded mask could be obtained by finding
masks using different parametersτ and weighting the T-F units
of the masks with the corresponding thresholds or simply by
smoothing the binary mask in time and in frequency.

Our method has also been applied to separate stereo music.
Stereo signals are often constructed by applying differentgains
to the different instruments on the two channels. Sometimes
stereo signals are created with directional microphones placed
at the same location with an90◦ angle between the directional
patterns. Our method is able to segregate single instruments
or vocal sounds from the stereo music mixture [41].

In the evaluation the source directions are limited to seven
different directions uniformly distributed on a half-circle. In
a real environment, speech signals may arrive from closer
directions. Also, with only two microphones, it is not possible
to distinguish the two half-planes divided by the microphone
array. If two arrival angles become too close, the source signals
can no longer be segregated and two spatially close sources
may be considered as a single source by the stopping criterion.
When two sources are treated as a single source depends on
the number of sources in the mixture. In the evaluation, it
becomes harder to segregate allN sources asN increases.
Also the level of background/microphone noise influences the
spatial resolution.

Several issues in our proposed method need further inves-
tigation. Different criteria have been proposed in order to
decide when the iterations should stop and when different
binary masks should be merged. These criteria need to set
many parameters and many experiments are needed on order
to optimize these parameters. Furthermore, the optimal param-
eters most likely depend on a given setting, e.g. the number
of sources in the mixture or the amount of reverberation. The
stopping criterion was proposed for the instantaneous mixing
case but applied to reverberant mixtures too. A more robust
stopping criterion in the convolutive case would be a subject
for future work. Our grouping criterion in the convolutive
case is based on correlation between different envelopes. One
could interpret the grouping problem as a problem similar
to a frequency permutation problem known in blind source
separation (see e.g. [65]). The merging criterion may be more
reliable if it is combined with other cues, such as DOA
information.

VII. C ONCLUSION

We have proposed a novel method for separating instan-
taneous and anechoic mixtures with an arbitrary number of
speech signals of equal power with only two microphones.
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We have dealt with underdetermined mixtures by applying
ICA to produce independent subsets. The subsets are used to
estimate binary T-F masks, which are then applied to separate
original mixtures. This iterative procedure continues until the
independent subsets consist of only a single source. The seg-
regated signals are further improved by merging masks from
correlated subsets. Extensive evaluation shows that mixtures
of up to seven speech signals under anechoic conditions can
be separated. The estimated binary masks are close to the
ideal binary masks. The proposed framework has also been
applied to speech mixtures recorded in a reverberant room.
We find that instantaneous ICA applied iteratively in the time
domain can be used to segregate convolutive mixtures. The
performance of our method compares favorably with other
methods for separation of underdetermined mixtures. Because
the sources are iteratively extracted from the mixture the
number of sources does not need to be assumed in advance;
except for reverberant mixtures our method gives a good
estimate of the number of sources. Further, stereo signals are
maintained throughout the processing.

APPENDIX

DIRECTIONAL GAINS

The two directional gain patterns can be approximated
from two closely-spaced omnidirectional microphones. The
directional response from two microphones can be written as

r(θ) = s1e
j kd

2
cos(θ) + s2e

−j kd

2
cos(θ), (25)

wheres1 ands2 are the microphone sensitivities.k = 2π/λ =
2πf/c is the wave number.f is the acoustic frequency and
c = 343 m/s is the speed of sound traveling in the air at
20◦C. θ is the angle between the microphone array line and
the source direction of arrival andd is the distance between
the two microphones. Ifkd ≪ 1, the microphone response
can be approximated by [66]

r(θ) ≈ A + B cos(θ), (26)

whereA = s1 + s2 andB = j

kd
(s1 − s2). Here,

s1 =
1

2
A −

j

kd
B (27)

s2 =
1

2
A +

j

kd
B. (28)

In the Laplacian domain,s = jω, we have

s1 =
1

2
A +

c

sd
B (29)

s2 =
1

2
A −

c

sd
B. (30)

For discrete signals, we use the bilinear transform [67]

s = 2fs

1 − z−1

1 + z−1
, (31)

wherefs is the sampling frequency. The two discrete micro-
phone sensitivities are therefore

s1 =
(Afsd + cB) + (cB − Afsd)z−1

2fsd(1 − z−1)
(32)

s2 =
(Afsd − cB) − (cB + Afsd)z−1

2fsd(1 − z−1)
(33)

It can be seen that the denominators in (32) and (33) have a
root on the unit circle. In order to ensure stability, we modify
the denominator with a factorλ so that

s1 =
(Afsd + cB) + (cB − Afsd)z−1

2fsd(1 − λz−1)
(34)

s2 =
(Afsd − cB) − (cB + Afsd)z−1

2fsd(1 − λz−1)
(35)

We chooseλ = 0.75. λ controls the gain that amplifies the low
frequencies. The choice ofλ is not very important, because
the signals are used for comparison only.

In order to obtain the directional patterns in Fig. 1 we can
find A and B by solving (26) for two different gains. For
r(0) = 1 andr(π) = 0.5, we obtainA = 0.75 andB = 0.25.
For r(0) = 0.5 and r(π) = 1, we obtainA = 0.75 and
B = −0.25.

ACKNOWLEDGMENT

The work was performed while M.S.P. was a visiting
scholar at The Ohio State University Department of Computer
Science and Engineering. M.S.P was supported by the Oticon
Foundation. M.S.P. and J.L. are partly also supported by
the European Commission through the sixth framework IST
Network of Excellence: Pattern Analysis, Statistical Modelling
and Computational Learning (PASCAL), contract no. 506778.
D.L.W. was supported in part by an AFOSR grant (FA9550-
04-1-0117) and an AFRL grant (FA8750-04-0093).

REFERENCES

[1] E. C. Cherry, “Some experiments on the recognition of speech, with
one and two ears,”The Journal of the Acoustical Society of America,
vol. 25, no. 5, pp. 975–979, September 1953.

[2] S. Haykin and Z. Chen, “The cocktail party problem,”Neural Compu-
tation, vol. 17, pp. 1875–1902, September 2005.

[3] L. K. Hansen, “Blind separation of noisy image mixtures,” in Advances
in Independent Component Analysis, Perspectives in NeuralComputing,
M. Girolami, Ed. Springer-Verlag, 2000, ch. 9, pp. 165–187.

[4] K. Torkkola, “Blind separation of delayed and convolvedsources,” in
Unsupervised Adaptive Filtering, Blind Source Separation, S. Haykin,
Ed. Wiley, John and Sons, Incorporated, January 2000, vol. 1, ch. 8,
pp. 321–375.

[5] J. M. Peterson and S. Kadambe, “A probabilistic approachfor blind
source separation of underdetermined convolutive mixtures,” in IEEE
International Conference on Acoustics, Speech, and SignalProcessing.
Proceedings. (ICASSP ’03), vol. 6, 2003, pp. VI–581–584.

[6] A. K. Barros, T. Rutkowski, F. Itakura, and N. Ohnishi, “Estimation of
speech embedded in a reverberant and noisy environment by indepen-
dent component analysis and wavelets,”IEEE Transactions on Neural
Networks, vol. 13, no. 4, pp. 888–893, July 2002.

[7] S. Araki, S. Makino, A. Blin, R. Mukai, and H. Sawada, “Blind
separation of more speech than sensors with less distortionby combining
sparseness and ICA,” inInternational Workshop on Acoustic Echo and
Noise Control (IWAENC), Kyoto, Japan, September 2003, pp. 271–274.

[8] O. Yilmaz and S. Rickard, “Blind separation of speech mixtures via
time-frequency masking,”IEEE Trans. Signal Processing, vol. 52, no. 7,
pp. 1830–1847, July 2004.

[9] R. K. Olsson and L. K. Hansen, “Blind separation of more sources than
sensors in convolutive mixtures,” inICASSP, 2006. [Online]. Available:
http://www2.imm.dtu.dk/pubdb/p.php?4321

[10] A. Hyvärinen, J. Karhunen, and E. Oja,Independent Component Anal-
ysis. Wiley, 2001.

[11] C. Jutten and J. Herault, “Blind separation of sources,part i: An adap-
tive algorithm based on neuromimetic architecture,”Signal Processing,
Elsevier, vol. 24, no. 1, pp. 1–10, 1991.



IEEE TRANSACTIONS ON NEURAL NETWORKS, VOL. X, NO. XX, MONTH 200X 17

[12] P. Comon, E. Moreau, and L. Rota, “Blind separation of convolutive
mixtures: A contrast-based joint diagonalization approach,” in 3rd Int.
Conf. Independent Component Analysis, San Diego, CA, December 9–
13 2001.

[13] A. J. Bell and T. J. Sejnowski, “An information-maximization approach
to blind separation and blind deconvolution,”Neural Computation,
vol. 7, no. 6, pp. 1129–1159, 1995.

[14] A. Hyvärinen and E. Oja, “Independent component analysis: Algorithms
and applications,”Neural Networks, vol. 13, no. (4–5), pp. 411–430,
2000.

[15] L. Molgedey and H. Schuster, “Separation of independent signals using
time-delayed correlations,”Physical Review Letters, vol. 72, no. 23, pp.
3634–3637, 1994.

[16] T. Kolenda, L. Hansen, and J. Larsen, “Signal detectionusing ica:
Application to chat room topic spotting,”In proc. ICA’2001, pp.
540–545, 2001. [Online]. Available: http://www.imm.dtu.dk/pubdb/p.
php?826

[17] L. K. Hansen, J. Larsen, and T. Kolenda, “On independentcomponent
analysis for multimedia signals,” inMultimedia Image and Video
Processing, L. Guan, S. Kung, and J. Larsen, Eds. CRC Press, 2000, pp.
175–199. [Online]. Available: http://www.imm.dtu.dk/pubdb/p.php?627

[18] K. Matsuoka, M. Ohya, and M. Kawamoto, “A neural net for blind
separation of nonstationary signals,”Neural Networks, vol. 8, no. 3, pp.
411–419, 1995.

[19] L. Parra and C. Spence, “Convolutive blind separation of non-stationary
sources,”IEEE Transactions on Speech and Audio Processing, vol. 8,
no. 3, pp. 320–327, May 2000.

[20] D. Luengo, I. Santamaria, L. Vielva, and C. Pantaleon, “Underde-
termined blind separation of sparse sources with instantaneous and
convolutive mixtures,” inIEEE XIII Workshop on Neural Networks for
Signal Processing, 2003, pp. 279–288.

[21] S. Arberet, R. Gribonval, and F. Bimbot, “A robust method to count and
locate audio sources in a stereophonic linear instantaneous mixture,” in
ICA 2006, 2006, pp. 536–543.

[22] D. B. Rowe, “A Bayesian approach to blind source separation,” Journal
of Interdisciplinary Mathematics, vol. 5, no. 1, pp. 49–76, 2002.

[23] P. Bofill and M. Zibulevsky, “Underdetermined blind source separation
using sparse representations,”Signal Processing, vol. 81, pp. 2353–2362,
2001.

[24] N. Roman, D. L. Wang, and G. J. Brown, “Speech segregation based
on sound localization,”J. Acoust. Soc. Amer., vol. 114, no. 4, pp. 2236–
2252, October 2003.

[25] S. Winter, H. Sawada, S. Araki, and S. Makino, “Overcomplete bss
for convolutive mixtures based on hierarchical clustering,” in Proc.
ICA’2004, Granada, Spain, September 22–24 2004, pp. 652–660.

[26] P. D. O’Grady, B. A. Pearlmutter, and S. T. Rickard, “Survey of sparse
and non-sparse methods in source separation,” Tech. Rep., April 4 2005,
to appear in IJIST (International Journal of Imaging Systems and Tech-
nology), special issue on Blind Source Separation and Deconvolution in
Imaging and Image Processing.

[27] S. T. Roweis, “Factorial models and refiltering for speech separation and
denoising,” inProceedings of Eurospeech03, Geneva, September 2003,
pp. 1009–1012.

[28] A. Jourjine, S. Rickard, and O. Yilmaz, “Blind separation of disjoint
orthogonal signals: Demixing N sources from 2 mixtures,” inProc.
ICASSP’2000, vol. V, Istanbul, Turkey, June 2000, pp. 2985–2988.

[29] D. L. Wang and G. J. Brown, Eds.,Computational Auditory Scene
Analysis: Principles, Algorithms, and Applications. Hoboken, NJ:
Wiley & IEEE Press, 2006.

[30] D. L. Wang and G. J. Brown, “Separation of speech from interfering
sounds based on oscillatory correlation,”IEEE Trans. Neural Networks,
vol. 10, no. 3, pp. 684–697, May 1999.

[31] A. S. Bregman,Auditory Scene Analysis, 2nd ed. MIT Press, 1990.
[32] D. L. Wang, “On ideal binary mask as the computational goal of audi-

tory scene analysis,” inSpeech Separation by Humans and Machines,
P. Divenyi, Ed. Norwell, MA: Kluwer, 2005, pp. 181–197.

[33] B. C. J. Moore,An Introduction to the Psychology of Hearing, 5th ed.
Academic Press, 2003.

[34] G. Hu and D. L. Wang, “Monaural speech segregation basedon pitch
tracking and amplitude modulation,”IEEE Trans. Neural Networks,
vol. 15, no. 5, pp. 1135–1150, September 2004.

[35] S. Roweis, “One microphone source separation,” inNIPS’00, 2000, pp.
793–799.

[36] P. Aarabi and G. Shi, “Phase-based dual-microphone robust speech
enhancement,”IEEE Trans. Systems, Man, and Cybernetics – Part B:
Cybernetics, vol. 34, no. 4, pp. 1763–1773, August 2004.

[37] S. Araki, S. Makino, H. Sawada, and R. Mukai, “Reducing musical noise
by a fine-shift overlap-add method applied to source separation using
a time-frequency mask,” inProc. ICASSP2005, vol. III, March 18–23
2005, pp. 81–84.

[38] ——, “Underdetermined blind separation of convolutivemixtures of
speech with directivity pattern based mask and ICA,” inProc. ICA’2004,
September 22–24 2004, pp. 898–905.

[39] D. Kolossa and R. Orglmeister, “Nonlinear postprocessing for blind
speech separation,” inProc. ICA’2004, Granada, Spain, September 22–
24 2004, pp. 832–839.

[40] M. S. Pedersen, D. L. Wang, J. Larsen, and U. Kjems, “Overcomplete
blind source separation by combining ICA and binary time-frequency
masking,” in Proceedings of the MLSP workshop, Mystic, CT, USA,
September 28–30 2005. [Online]. Available: http://www.imm.dtu.dk/
pubdb/p.php?3894

[41] M. S. Pedersen, T. Lehn-Schiøler, and J. Larsen, “BLUESfrom
music: BLind Underdetermined Extraction of Sources from Music,” in
ICA2006, 2006, pp. 392–399. [Online]. Available: http://www.imm.dtu.
dk/pubdb/p.php?4060

[42] M. S. Pedersen, D. L. Wang, J. Larsen, and U. Kjems, “Separating
underdetermined convolutive speech mixtures,” inICA 2006, 2006,
pp. 674–681. [Online]. Available: http://www.imm.dtu.dk/pubdb/p.php?
4068

[43] M. Ito, Y. Takeuchi, T. Matsumoto, H. Kudo, M. Kawamoto,T. Mukai,
and N. Ohnishi, “Moving-source separation using directional micro-
phones,” inProc. ISSPIT’2002, December 2002, pp. 523–526.

[44] G. Cauwenberghs, M. Stanacevic, and G. Zweig, “Blind broadband
source localization and separation in miniature sensor arrays,” in IEEE
Int. Symp. Circuits and Systems (ISCAS’2001), vol. 3, May 6–9 2001,
pp. 193–196.

[45] M. S. Brandstein and D. B. Ward, Eds.,Microphone Arrays, ser. Digital
Signal Processing. Springer, 2001.

[46] S. Araki, S. Makino, R. Mukai, and H. Saruwatari, “Equivalence be-
tween frequency domain blind source separation and frequency domain
adaptive beamformers,” inConsistent & Reliable Acoustic Cues for
Sound Analysis (CRAC), September 2001.

[47] R. D. Patterson, “The sound of a sinusoid: Spectral models,” J. Acoust.
Soc. Am., vol. 96, pp. 1409–1418, May 1994.
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[61] “Brüel & Kjær Head and Torso Simulator, Type 4128.”
[62] F. Asano, Y. Motomura, H. Asoh, and T. Matsui, “Effect ofPCA in blind

source separation,” inProceedings of the Second International Workshop
on ICA and BSS, P. Pajunen and J. Karhunen, Eds., Helsinki, Finland,
June 19–22 2000, pp. 57–62.

[63] N. Roman, S. Srinivasan, and D. L. Wang, “Binaural segregation in
multisource reverberant environments,”J. Acoust. Soc. Amer., vol. 120,
no. 6, pp. 4040–4051, 2006.

[64] C. Liu, B. C. Wheeler, W. D. O’Brien Jr., C. R. Lansing, R.C.
Bilger, D. L. Jones, and A. S. Feng, “A two-microphone dual delay-line
approach for extraction of a speech sound in the presence of multiple
interferers,”J. Acoust Soc. Amer., vol. 110, pp. 3218–3231, 2001.

[65] H. Sawada, R. Mukai, S. Araki, and S. Makino, “A robust and precise
method for solving the permutation problem of frequency-domain blind
source separation,”IEEE Trans. Speech and Audio Processing, vol. 12,
no. 5, pp. 530–538, September 2004.

[66] S. C. Thompson, “Directional patterns obtained from two or three
microphones,” Knowles Electronics,” Technical Report, September 29
2000.

[67] J. G. Proakis and D. G. Manolakis,Digital Signal Processing. Prentice-
Hall, 1996.



146 Two-Microphone Separation of Speech Mixtures



Appendix G

A Survey of Convolutive Blind
Source Separation Methods



Springer Handbook on Speech Processing and Speech Communication 1

A SURVEY OF CONVOLUTIVE BLIND SOURCE SEPARATION METHODS

Michael Syskind Pedersen1, Jan Larsen2, Ulrik Kjems1, and Lucas C. Parra3

1 Oticon A/S, 2765, Smørum, Denmark,{msp, uk}@oticon.dk
2 Technical University of Denmark, Informatics and Mathematical

Modelling, 2800 Kgs. Lyngby, Denmark, jl@imm.dtu.dk
3 The City College of New York, Biomedical Engineering,

New York, NY 10031, parra@ccny.cuny.edu

ABSTRACT

In this chapter, we provide an overview of existing
algorithms for blind source separation of convolutive
audio mixtures. We provide a taxonomy, wherein
many of the existing algorithms can be organized,
and we present published results from those algo-
rithms that have been applied to real-world audio sep-
aration tasks.

1. INTRODUCTION

During the past decades, much attention has been
given to the separation of mixed sources, in partic-
ular for theblind case where both the sources and
the mixing process are unknown and only recordings
of the mixtures are available. In several situations it
is desirable to recover all sources from the recorded
mixtures, or at least to segregate a particular source.
Furthermore, it may be useful to identify the mixing
process itself to reveal information about the physical
mixing system.

In some simple mixing models each recording
consists of a sum of differently weighted source sig-
nals. However, in many real-world applications, such
as in acoustics, the mixing process is more complex.
In such systems, the mixtures are weighted and de-
layed, and each source contributes to the sum with
multiple delays corresponding to the multiple paths
by which an acoustic signal propagates to a micro-
phone. Such filtered sums of different sources are
called convolutive mixtures. Depending on the situa-
tion, the filters may consist of a few delay elements,
as in radio communications, or up to several thou-

sand delay elements as in acoustics. In these situa-
tions the sources are the desired signals, yet only the
recordings of the mixed sources are available and the
mixing process is unknown.

There are multiple potential applications of con-
volutive blind source separation. In acoustics differ-
ent sound sources are recorded simultaneously with
possibly multiple microphones. These sources may
be speech or music, or underwater signals recorded
in passive sonar [1]. In radio communications, an-
tenna arrays receive mixtures of different communi-
cation signals [2, 3]. Source separation has also been
applied to astronomical data or satellite images [4].
Finally, convolutive models have been used to inter-
pret functional brain imaging data and bio-potentials
[5, 6, 7, 8].

This chapter considers the problem of separat-
ing linear convolutive mixtures focusing in particu-
lar on acoustic mixtures. Thecocktail-party prob-
lem has come to characterize the task of recovering
speech in a room of simultaneous and independent
speakers [9, 10]. Convolutive blind source separa-
tion (BSS) has often been proposed as a possible so-
lution to this problem as it carries the promise to re-
cover the sources exactly. The theory on linear noise-
free systems establishes that a system with multiple
inputs (sources) and multiple output (sensors) can
be inverted under some reasonable assumptions with
appropriately chosen multi-dimensional filters [11].
The challenge lies in finding these convolution filters.

There are already a number of partial reviews
available on this topic [12, 13, 14, 15, 16, 17, 18, 19,
20, 21, 22]. The purpose of this chapter is to pro-
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vide a complete survey of convolutive BSS and iden-
tify a taxonomy that can organize the large number
of available algorithms. This may help practitioners
and researchers new to the area of convolutive source
separation obtain a complete overview of the field.
Hopefully those with more experience in the field can
identify useful tools, or find inspiration for new algo-
rithms. Figure 1 provides an overview of the different
topics within convolutive BSS and in which section
they are covered. An overview of published results is
given in Section 8.

2. THE MIXING MODEL

First we introduce the basic model of convolutive
mixtures. At the discrete time indext, a mixture of
N source signalss(t) = (s1(t), . . . , sN (t)) are re-
ceived at an array ofM sensors. The received signals
are denotedx(t) = (x1(t), . . . , xM (t)). In many
real-world applications the sources are said to becon-
volutively(or dynamically) mixed. The convolutive
model introduces the following relation between the
m’th mixed signal, the original source signals, and
some additive sensor noisevm(t):

xm(t) =

N∑

n=1

K−1∑

k=0

amnksn(t− k) + vm(t) (1)

The mixed signal is a linear mixture of filtered ver-
sions of each of the source signals, andamnk repre-
sents the corresponding mixing filter coefficients. In
practice, these coefficients may also change in time,
but for simplicity the mixing model is often assumed
stationary. In theory the filters may be of infinite
length (which may be implemented as IIR systems),
however, again, in practice it is sufficient to assume
K < ∞. In matrix form, the convolutive model can
be written as:

x(t) =

K−1∑

k=0

Aks(t− k) + v(t), (2)

whereAk is anM × N matrix which contains the
k’th filter coefficients.v(t) is theM×1 noise vector.
In the z-domain the convolutive mixture (2) can be
written as:

X(z) = A(z)S(z) + V (z), (3)

whereA(z) is a matrix with FIR polynomials in each
entry [23].

2.1. Special cases

There are some special cases of the convolutive mix-
ture which simplify Eq. (2):

Instantaneous Mixing Model: Assuming that all
the signals arrive at the sensors at the same time with-
out being filtered, the convolutive mixture model (2)
simplifies to

x(t) = As(t) + v(t). (4)

This model is known as theinstantaneousor delay-
less (linear) mixture model. Here,A = A0, is an
M × N matrix containing the mixing coefficients.
Many algorithms have been developed to solve the
instantaneous mixture problem, see e.g. [17, 24].

Delayed Sources: Assuming a reverberation-free
environment with propagation delays the mixing
model can be simplified to

xm(t) =
N∑

n=1

amnsn(t− kmn) + vm(t) (5)

wherekmn is the propagation delay between source
n and sensorm.

Noise Free: In the derivation of many algorithms,
the convolutive model (2) is assumed to be noise-free,
i.e.:

x(t) =

K−1∑

k=0

Aks(t− k). (6)

Over and Under-determined Sources: Often it
is assumed that the number of sensors equals (or
exceeds) the number of sources in which case lin-
ear methods may suffice to invert the linear mixing.
However, if the number of sources exceeds the num-
ber of sensors the problem is under-determined, and
even under perfect knowledge of the mixing system
linear methods will not be able to recover the sources.

2.2. Convolutive model in the frequency domain

The convolutive mixing process (2) can be simplified
by transforming the mixtures into the frequency do-
main. The linear convolution in the time domain can
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Figure 1: Overview of important areas within blind separation of convolutive sources.

be written in the frequency domain as separate mul-
tiplications for each frequency:

X(ω) = A(ω)S(ω) + V (ω). (7)

At each frequency,ω = 2πf , A(ω) is a complex
M ×N matrix,X(ω) andV (ω) are complexM ×1
vectors, and similarlyS(ω) is a complexN × 1
vector. The frequency transformation is typically
computed using a discrete Fourier transform (DFT)
within a time frame of sizeT starting at timet:

X(ω, t) = DFT([x(t), · · · , x(t + T − 1)]), (8)

and correspondingly forS(ω, t) andV (ω, t). Often
a windowed discrete Fourier transform is used:

X(ω, t) =

T−1∑

τ=0

w(τ)x(t + τ)e−jωτ/T , (9)

where the window functionw(τ) is chosen to mini-
mize band-overlap due to the limited temporal aper-

ture. By using the fast Fourier transform (FFT) con-
volutions can be implemented efficiently in the dis-
crete Fourier domain, which is important in acoustics
as it often requires long time-domain filters.

2.3. Block-based Model

Instead of modeling individual samples at timet one
can also consider a block consisting ofT samples.
The equations for such a block can be written as fol-
lows:

x(t) = A0s(t) + · · ·+ AK−1s(t−K + 1)

x(t− 1) = A0s(t− 1) + · · ·+ AK−1s(t−K)

x(t− 2) = A0s(t− 2) + · · ·+ AK−1s(t−K − 1)

...
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TheM -dimensional output sequence can be written
as anMT × 1 vector:

x̂(t) =
[
xT (t), xT (t− 1), · · · , xT (t− T + 1)

]T
,

(10)
wherexT (t) = [x1(t), · · · , xN (t)]. Similarly, the
N -dimensional input sequence can be written as an
N(T + K − 1)× 1 vector:

ŝ(t) =
[
sT (t), sT (t− 1), · · · , sT (t− T −K + 2)

]T

(11)
From this the convolutive mixture can be expressed
formally as:

x̂(t) = Âŝ(t) + v̂(t), (12)

whereÂ has the following form:

Â =




A0 · · · AK−1 0 0

0
. . .

. . .
. . . 0

0 0 A0 · · · AK−1


 . (13)

The block-Toeplitz matrixÂ has dimensionsMT ×
N(T + K − 1). On the surface, Eq. (12) has the
same structure as an instantaneous mixture given in
Eq. (4), and the dimensionality has increased by a
factorT . However, the models differ considerably as
the elements within̂A andŝ(t) are now coupled in a
rather specific way.

The majority of the work in convolutive source
separation assumes a mixing model with a finite im-
pulse response (FIR) as in Eq. (2). A notable excep-
tion is the work by Cichocki which considers also an
auto-regressive (AR) component as part of the mix-
ing model [18]. The ARMA mixing system proposed
there is equivalent to a first-order Kalman filter with
an infinite impulse response (IIR).

3. THE SEPARATION MODEL

The objective of blind source separation is to find
an estimate,y(t), which is a model of the original
source signalss(t). For this, it may not be neces-
sary to identify the mixing filtersAk explicitly. In-
stead, it is often sufficient to estimate separation fil-
tersW l that remove the cross-talk introduced by the
mixing process. These separation filters may have a
feed-back structure with an infinite impulse response
(IIR), or may have a finite impulse response (FIR)
expressed as feed-forward structure.

3.1. Feed-forward Structure

An FIR separation system is given by

yn(t) =

M∑

m=1

L−1∑

l=0

wnmlxm(t− l) (14)

or in matrix form

y(t) =
L−1∑

l=0

W lx(t− l). (15)

As with the mixing process, the separation system
can be expressed in thez-domain as

Y (z) = W (z)X(z), (16)

and it can also be expressed in block Toeplitz form
with the corresponding definitions for̂y(t) andŴ

[25]:
ŷ(t) = Ŵ x̂(t). (17)

Table 1 summarizes the mixing and separation
equations in the different domains.

3.2. Relation between source and separated sig-
nals

The goal in source separation is not necessarily to
recover identical copies of the original sources. In-
stead, the aim is to recover model sources without
interferences from other sources, i.e., each separated
signalyn(t) should contain signals originating from
a single source only (see Figure 3). Therefore, each
model source signal can be a filtered version of the
original source signals, i.e.:

Y (z) = W (z)A(z)S(z) = G(z)S(z). (18)

This is illustrated in Figure 2. The criterion for sepa-
ration, i.e., interference-free signals, is satisfied if the
recovered signals are permuted, and possibly scaled
and filtered versions of the original signals, i.e.:

G(z) = PΛ(z), (19)

whereP is a permutation matrix, andΛ(z) is a diag-
onal matrix with scaling filters on its diagonal. If one
can identifyA(z) exactly, and chooseW (z) to be its
(stable) inverse, thenΛ(z) is an identity matrix, and
one recovers the sources exactly. In source separa-
tion, instead, one is satisfied with convolved versions
of the sources, i.e. arbitrary diagonalΛ(z).
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Table 1: The convolutive mixing equation and its corresponding separation equation are shown for different
domains in which blind source separation algorithms have been derived.

Mixing Process Separation Model

Time xm(t) =

N∑

n=1

K−1∑

k=0

amnksn(t− k) + vm(t) yn(t) =

M∑

m=1

L−1∑

l=0

wnmlxm(t− l)

x(t) =

K−1∑

k=0

Aks(t− k) + v(t) y(t) =

L−1∑

l=0

W lx(t− l)

z-domain X(z) = A(z)S(z) + V (z), Y (z) = W (z)X(z)

Frequency X(ω) = A(ω)S(ω) + V (ω) Y (ω) = W (ω)X(ω)
domain
Block Toe- x̂(t) = Âŝ(t) ŷ(t) = Ŵ x̂(t)
plitz Form

Acoustic wave

Reverberation

Microphone

array

Diffraction

Figure 3: Illustration of a speech source. It is not always clear what the desired acoustic source should be. It
could be the acoustic wave as emitted from the mouth. This corresponds to the signal as it would have been
recorded in an anechoic chamber in the absence of reverberations. It could be the individual source as it is
picked up by a microphone array. Or it could be the speech signal as it is recorded on microphones close
to the two eardrums of a person. Due to reverberations and diffraction, the recorded speech signal is most
likely a filtered version of the signal at the mouth. NOTE TO PUBLISHER: THIS FIGURE IS A PLACE
HOLDER ONLY. IT WILL REQUIRE MODIFICATION BY YOUR PRODUCTION DEPARTMENT. THE
FACES ARE TO BE REPLACED WITH ANY REASONABLE REPRESENTATIONOF A “SOURCE”
AND “RECEIVER” OF A SPEECH SIGNAL.

3.3. Feedback Structure

The mixing system given by (2) is called a feed-
forward system. Often such FIR filters are inverted

by a feedback structure using IIR filters. The esti-
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A(z) W(z)

G(z)

X(z)

S(z)

S(z) Y(z)

Y(z)

Figure 2: The source signalsY (z) are mixed with
the mixing filterA(z). An estimate of the source sig-
nals is obtained through an unmixing process, where
the received signalsX(z) are unmixed with the fil-
ter W (z). Each estimated source signal is then a
filtered version of the original source, i.e.,G(z) =
W (z)A(z). Note that the mixing and the unmixing
filters do not necessarily have to be of the same order.

U(z)

X(z) Y(z)
+

Figure 4: Recurrent unmixing (feedback) network
given by equation (21). The received signals are sep-
arated by a IIR filter to achieve an estimate of the
source signals.

mated sources are then given by the following equa-
tion, where the number of sources equals the number
of receivers:

yn(t) = xn(t) +
L−1∑

l=0

M∑

m=1

unmlym(t− l), (20)

andunml are the IIR filter coefficients. This can also
be written in matrix form

y(t) = x(t) +

L−1∑

l=0

U(l)y(t− l). (21)

The architecture of such a network is shown in Fig-
ure 4. In thez-domain, (21) can be written as [26]

Y (z) = (I + U(z))−1X(z), (22)

provided(I+U(z))−1 exists and all poles are within
the unit circle. Therefore,

W (z) = (I + U(z))−1. (23)

The feed-forward and the feedback network can be
combined to a so-called hybrid network, where a
feed-forward structure is followed by a feedback net-
work [27, 28].

3.4. Example: The TITO system

A special case, which is often used in source separa-
tion work is the two-input-two-output (TITO) system
[29]. It can be used to illustrate the relationship be-
tween the mixing and unmixing system, feed-forward
and feed-back structures, and the difference between
recovering sources versus generating separated sig-
nals.

Figure 5 shows a diagram of a TITO mixing and
unmixing system. The signals recorded at the two
microphones are described by the following equa-
tions:

x1(z) = s1(z) + a12(z)s2(z) (24)

x2(z) = s2(z) + a21(z)s1(z). (25)

The mixing system is thus given by

A(z) =

[
1 a12(z)

a21(z) 1

]
, (26)

which has the following inverse

[A(z)]−1 =
1

1− a12(z)a21(z)

[
1 −a12(z)

−a21(z) 1

]
.

(27)
If the two mixing filtersa12(z) and a21(z) can be
identified or estimated as̄a12(z) andā21(z), the sep-
aration system can be implemented as

y1(z) = x1(z)− ā12(z)x2(z) (28)

y2(z) = x2(z)− ā21(z)x1(z). (29)

A sufficient FIR separating filter is

W(z) =

[
1 −a12(z)

−a21(z) 1

]
(30)

However, the exact sources are not recovered until
this model sourcesy(t) are filtered with the IIR filter
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Figure 5: The two mixed sourcess1 ands2 are mixed by a FIR mixing system. The system can be inverted by
an alternative system, if the estimatesā12(z) andā21(z) of the mixing filtersa12(z) anda12(z) are known.
Further, if the filter[1 − ā12(z)ā21(z)]−1 is stable, the sources can be perfectly reconstructed as they were
recorded at the microphones.

[1− ā12(z)ā21(z)]−1. Thus, the mixing process is in-
vertible, provided this inverse IIR filter is stable. If a
filtered version of the separated signals is acceptable,
we may disregard the potentially unstable recursive
filter in (27) and limit separation to the FIR inversion
of the mixing system with (30).

4. IDENTIFICATION

Blind identification deals with the problem of esti-
mating the coefficients in the mixing processAk. In
general, this is an ill-posed problem, and no unique
solution exists. In order to determine the conditions
under which the system is blindly identifiable, as-
sumptions about the mixing process and the input
data are necessary. Even though the mixing param-
eters are known, it does not imply that the sources
can be recovered. Blind identification of the sources
refers to the exact recovery of sources. Therefore one
should distinguish between the conditions required to
identify the mixing system and the conditions nec-
essary to identify the sources. The limitations for
the exact recovery of sources when the mixing fil-
ters are known are discussed in [30, 11, 31]. For a
recent review on identification of acoustic systems
see [32]. This review considers single and multi-
ple input-output systems for the case of completely
known sources as well as blind identification, where
both the sources and the mixing channels are un-
known.

5. SEPARATION PRINCIPLE

Blind source separation algorithms are based on dif-
ferent assumptions on the sources and the mixing
system. In general, the sources are assumed to be
independentor at least decorrelated. The separation
criteria can be divided into methods based on higher
order statistics (HOS), and methods based on second
order statistics (SOS). In convolutive separation it is
also assumed that sensors receiveN linearly inde-
pendent versions of the sources. This means that the
sources should originate from different locations in
space (or at least emit signals into different orienta-
tions) and that there are at least as many sources as
sensors for separation, i.e.,M ≥ N .

Instead of spatial diversity a series of algorithms
make strong assumptions on the statistics of the
sources. For instance, they may require that sources
do not overlap in the time-frequency domain, utiliz-
ing therefore a form ofsparsenessin the data. Sim-
ilarly, some algorithms for acoustic mixtures exploit
regularity in the sources such as common onset, har-
monic structure, etc. These methods are motivated
by the present understanding on the grouping prin-
ciples of auditory perception commonly referred to
as “Auditory Scene Analysis”. In radio communi-
cations a reasonable assumption on the sources is
cyclo-stationarity (see Section 5.2.3) or the fact that
source signals take on only discrete values. By us-
ing such strong assumptions on the source statistics
it is sometimes possible to relax the conditions on
the number of sensors, e.g.M < N . The different
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Table 2: Assumptions made for separation
N < M N = M N > M

• Subspace methods
[25].

• Asymmetric sources by 2nd and 3rd order cumulants
[33]

• Non-stationary,
column-wise co-
prime sources [34]

• Reduction of prob-
lem to instantaneous
mixture [35, 36, 37,
25, 38, 39, 40]

• Separation criteria based on SOS and HOS for2 × 2
system [41]

• Cross-cumulants
[42, 43]

•Uncorrelated sources with distinct power spectra [44].• Sparseness in time
and frequency [45, 46,
47]

• 2 × 2, temporally colored sources [48]
• Cumulants of order> 2, ML principle [49].
• Known cross filters [41]
• 2 × 2, each with different correlation [50, 51], ex-
tended toM × M in [52]
• Non-linear odd functions [53, 26, 54, 55, 56, 57, 58]
• Non-linearity approximating the cdf see e.g. [59]

criteria for separation are summarized in Table 5.

5.1. Higher Order Statistics

Source separation based on higher order statistics is
based on the assumption that the sources are statis-
tically independent. Many algorithms are based on
minimizing second and fourth order dependence be-
tween the model signals. A way to express inde-
pendence is that all the cross-moments between the
model sources are zero, i.e.:

E[yn(t)α, yn′(t− τ)β ] = 0 ,

n 6= n′, α, β = {1, 2, . . .}, ∀τ,

whereE[·] denotes the statistical expectation. Suc-
cessful separation using higher order moments re-
quires that the underlying sources are non-Gaussian
(with the exception of at most one), since Gaussian
sources have zero higher cumulants [60] and there-
fore equations (31) are trivially satisfied without pro-
viding useful conditions.

5.1.1. 4th-order statistic

It is not necessary to minimize all cross-moments
in order to achieve separation. Many algorithms
are based on minimization of second and fourth or-
der dependence between the model source signals.
This minimization can either be based on second and

fourth order cross-moments or second and fourth or-
der cross-cumulants. Whereas off-diagonal elements
of cross-cumulants vanish for independent signals the
same is not true for all cross-moments [61]. Source
separation based on cumulants has been used by sev-
eral authors. Separation of convolutive mixtures by
means of fourth order cumulants has been addressed
by [62, 63, 41, 64, 65, 66, 67, 68, 61, 69, 70, 71]. In
[72, 73, 74], the JADE algorithm for complex-valued
signals [75] was applied in the frequency domain in
order to separate convolved source signals. Other
cumulant-based algorithms in the frequency domain
are given in [76, 77]. Second and third order cu-
mulants have been used by Ye et al. (2003) [33] for
separation of asymmetric signals. Other algorithms
based on higher order cumulants can be found in
[78, 79]. For separation of more sources than sen-
sors, cumulant-based approaches have been proposed
in [80, 70]. Another popular 4th-order measure of
non-Gaussianity iskurtosis. Separation of convolu-
tive sources based on kurtosis has been addressed in
[81, 82, 83].

5.1.2. Non-linear cross-moments

Some algorithms apply higher order statistics for sep-
aration of convolutive sources indirectly using non-
linear functions by requiring:

E[f(yn(t)), g(yn′(t− τ))] = 0. (31)
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Heref(·) andg(·) are odd non-linear functions. The
Taylor expansion of these functions captures higher
order moments and this is found sufficient for sep-
aration of convolutive mixtures. This approach was
among of the first for separation of convolutive mix-
tures [53] extending an instantaneous blind separa-
tion algorithm by Herault and Jutten (H-J) [84]. In
Back and Tsoi (1994) [85], the H-J algorithm was ap-
plied in the frequency domain, and this approach was
further developed in [86]. In the time domain, the
approach of using non-linear odd functions has been
used by Nguyen Thi and Jutten (1995) [26]. They
present a group of TITO (2× 2) algorithms based on
4th order cumulants, non-linear odd functions, and
second and fourth order cross-moments. This algo-
rithm has been further examined by Serviere (1996)
[54], and it has also been used by Ypma et al. (2002)
[55]. In Cruces and Castedo (1998) [87] a separation
algorithm can be found, which can be regarded as a
generalization of previous results from [26, 88]. In
Li and Sejnowski (1995) [89], the H-J algorithm has
been used to determine the delays in a beamformer.
The H-J algorithm has been investigated further by
Charkani and Deville (1997,1999) [90, 57, 58]. They
extended the algorithm further to colored sources
[56, 91]. Depending on the distribution of the source
signals, also optimal choices of non-linear functions
were found. For these algorithms, the mixing pro-
cess is assumed to be minimum-phase, since the H-J
algorithm is implemented as a feedback network. A
natural gradient algorithm based on the H-J network
has been applied in Choi et al. (2002) [92]. A discus-
sion of the H-J algorithm for convolutive mixtures
can be found in Berthommier and Choi (2003) [93].
For separation of two speech signals with two micro-
phones, the H-J model fails if the two speakers are
located on the same side, as the appropriate separat-
ing filters can not be implemented without delaying
one of the sources and the FIR filters are constrained
to be causal. HOS independence obtained by apply-
ing antisymmetric non-linear functions has also been
used in [94, 95].

5.1.3. Information Theoretic

Statistical independence between the source signals
can also be expressed in terms of the probability den-
sity functions (PDF). If the model sourcesy are in-
dependent, the joint probability density function can

be written as

p(y) =
∏

n

p(yn). (32)

This is equivalent to stating that model sourcesyn

do not carry mutual information. Information the-
oretic methods for source separation are based on
maximizing the entropy in each variable. Maximum
entropy is obtained when the sum of the entropy of
each variableyn equals the total joint-entropy iny.
In this limit variables do not carry any mutual in-
formation and are hence mutually independent [96].
A well-known algorithm based on this idea is the
Infomax algorithm by Bell and Sejnowski (1995)
[97] which was significantly improved in conver-
gence speed by the natural gradient method of Amari
[98]. The Infomax algorithm can also be derived
directly from model equation (32) using Maximum
Likelihood [99], or equivalently, using the Kullback-
Leibler divergence between the empirical distribution
and the independence model [100].

In all instances it is necessary to assume or model
the probability density functionps(sn) of the under-
lying sourcessn. In doing so, one captures higher
order statistics of the data. In fact, most informa-
tion theoretic algorithms contain expressions rather
similar to the non-linear cross-statistics in (31) with
f(yn) = ∂ ln ps(yn)/∂yn, andg(yn) = yn. The
PDF is either assumed to have a specific form or it is
estimated directly from the recorded data, leading to
parametricandnon-parametricmethods respectively
[16]. In non-parametric methods the PDF is captured
implicitly through the available data. Such methods
have been addressed in [101, 102, 103]. However, the
vast majority of convolutive algorithms have been de-
rived based on explicit parametric representations of
the PDF.

Infomax, the most common parametric method,
was extended to the case of convolutive mixtures
by Torkkola (1996) [59] and later by Xi and Reilly
(1997,1999) [104, 105]. Both feed-forward and feed-
back networks were shown. In the frequency domain
it is necessary to define the PDF for complex vari-
ables. The resulting analytic non-linear functions can
be derived with [106, 107]

f(Y ) = −
∂ ln p(|Y |)

∂|Y |
ej arg(Y ), (33)



Springer Handbook on Speech Processing and Speech Communication 10

wherep(Y ) is the probability density of the model
sourceY ∈ C. Some algorithms assume circular
sources in the complex domain, while other algo-
rithms have been proposed that specifically assume
non-circular sources [108, 109].

The performance of the algorithm depends to
a certain degree on the selected PDF. It is impor-
tant to determine if the data has super-Gaussian or
sub-Gaussian distributions. For speech commonly a
Laplace distribution is used. The non-linearity is also
known as the Bussgang non-linearity [110]. A con-
nection between the Bussgang blind equalization al-
gorithms and the Infomax algorithm is given in Lam-
bert and Bell (1997) [111]. Multichannel blind de-
convolution algorithms derived from the Bussgang
approach can be found in [112, 23, 111]. These learn-
ing rules are similar to those derived in Lee et al.
(1997) [113].

Choi et al. (1999) [114] have proposed anon-
holonomicconstraint for multichannel blind decon-
volution. Non-holonomic means that there are some
restrictions related to the direction of the update. The
non-holonomic constraint has been applied for both
a feed-forward and a feedback network. The non-
holonomic constraint was applied to allow the natu-
ral gradient algorithm by Amari et al. (1997) [98]
to cope with over-determined mixtures. The non-
holonomic constraint has also been used in [115, 116,
117, 118, 119, 120, 121, 122]. Some drawbacks in
terms of stability and convergence in particular when
there are large power fluctuations within each signal
(e.g. for speech) have been addressed in [115].

Many algorithms have been derived from (32)
directly using Maximum Likelihood (ML) [123].
The ML approach has been applied in [124, 125,
126, 127, 128, 129, 99, 130, 131, 132]. A method
closely related to the ML is the Maximum a Poste-
riori (MAP) methods. In MAP methods, prior infor-
mation about the parameters of the model are taken
into account. MAP has been used in [23, 133, 134,
135, 136, 137, 138, 139, 140, 141].

The convolutive blind source separation problem
has also been expressed in a Bayesian formulation
[142]. The advantage of a Bayesian formulation is
that one can derive an optimal, possibly non-linear
estimator of the sources enabling the estimation of
more sources than the number of available sensors.
The Bayesian framework has also been applied in

[143, 144, 145, 135, 137].
A strong prior on the signal can also be realized

via Hidden Markov Models (HMMs). HMMs can
incorporate state transition probabilities of different
sounds [136]. A disadvantage of HMMs is that they
require prior training and they carry a high compu-
tational cost [146]. HMMs have also been used in
[147, 148].

5.2. Second Order Statistics

In some cases, separation can be based on second or-
der statistics (SOS) by requiring only non-correlated
sources rather then the stronger condition of inde-
pendence. Instead of assumptions on higher order
statistics these methods make alternate assumptions
such as the non-stationarity of the sources [149], or
a minimum phase mixing system [50]. By itself,
however, second order conditions are not sufficient
for separation. Sufficient conditions for separation
are given in [150, 15]. The main advantage of SOS
is that they are less sensitive to noise and outliers
[13], and hence require less data for their estimation
[50, 150, 151, 34, 152]. The resulting algorithms are
often also easier to implement and computationally
efficient.

5.2.1. Minimum-phase mixing

Early work by Gerven and Compernolle [88] had
shown that two source signals can be separated
by decorrelation if the mixing system is minimum
phase. The FIR coupling filters have to be strictly
causal and their inverses stable. The condition for
stability is given as|a12(z)a21(z)| < 1, where
a12(z) anda21(z) are the two coupling filters (see
Figure 5). These conditions are not met if the mixing
process is non-minimum phase [153]. Algorithms
based on second order statistic assuming minimum-
phase mixing can be found in [154, 38, 39, 51, 50,
155, 156, 52, 157, 158].

5.2.2. Non-stationarity

The fact that many signals are non-stationary
has been successfully used for source separation.
Speech signals in particular can be considered non-
stationary on time scales beyond 10 ms [159, 160]).
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The temporally varying statistics of non-stationarity
sources provides additional information for separa-
tion. Changing locations of the sources, on the
other hand, generally complicate source separation
as the mixing channel changes in time. Separation
based on decorrelation of non-stationary signals was
proposed by Weinstein et al. (1993) [29] who sug-
gested that minimizing cross-powers estimated dur-
ing different stationarity times should give sufficient
conditions for separation. Wu and Principe (1999)
proposed a corresponding joint diagonalization algo-
rithm [103, 161] extending an earlier method devel-
oped for instantaneous mixtures [162]. Kawamoto
et al. (1998) extend an earlier method [163] for in-
stantaneous mixtures to the case of convolutive mix-
tures in the time domain [164, 153] and frequency
domain [165]. This approach has also been employed
in [166, 167, 168, 169] and an adaptive algorithm
was suggested by Aichner et al. (2003) [170]. By
combining this approach with a constraint based on
whiteness, the performance can be further improved
[171].

Note that not all of these papers have used si-
multaneous decorrelation, yet, to provide sufficient
second-order constraints it is necessary to minimize
multiple cross-correlations simultaneously. An ef-
fective frequency domain algorithm for simultaneous
diagonalization was proposed by Parra and Spence
(2000) [149]. Second-order statistics in the fre-
quency domain is captured by the cross-power spec-
trum,

Ryy(ω, t) = E
[
Y (ω, t)Y H(ω, t)

]
(34)

= W (ω)Rxx(ω, t)W H(ω), (35)

where the expectations are estimated around some
time t. The goal is to minimize the cross-powers on
the off-diagonal of this matrix, e.g. by minimizing:

J =
∑

t,ω

‖Ryy(ω, t)−Λy(ω, t)‖2, (36)

where Λy(ω, t) is an estimate of the cross-power
spectrum of the model sources and is assumed to be
diagonal. This cost function simultaneously captures
multiple times and multiple frequencies, and has to
be minimized with respect toW (ω) and Λy(ω, t)
subject to some normalization constraint. If the
source signals are non-stationary the cross-powers

estimated at different timest differ and provide in-
dependent conditions on the filtersW (ω). This al-
gorithm has been successfully used on speech sig-
nals [172, 173] and investigated further by Ikram and
Morgan (2000, 2001, 2002, 2005) [174, 175, 176]
to determine the trade-offs between filter length, es-
timation accuracy, and stationarity times. Long fil-
ters are required to cope with long reverberation
times of typical room acoustics, and increasing fil-
ter length also reduces the error of using the cir-
cular convolution in (35) (see Section 6.3). How-
ever, long filters increase the number of parameters
to be estimated and extend the effective window of
time required for estimating cross-powers thereby
potentially loosing the benefit of non-stationarity of
speech signals. A number of variations of this al-
gorithm have been proposed subsequently, includ-
ing time domain implementations [177, 178, 179],
and other method that incorporate additional assump-
tions [180, 174, 181, 182, 183, 184, 185, 186, 187].
A recursive version of the algorithm was given in
Ding et al. (2003) [188]. In Robeldo-Arnuncio and
Juang (2005) [189], a version with non-causal sep-
aration filters was suggested. Based on a differ-
ent way to express (35), Wang et al. (2003, 2004,
2005) [190, 191, 148, 192] propose a slightly dif-
ferent separation criterion, that leads to a faster con-
vergence than the original algorithm by Parra and
Spence (2000) [149].

Other methods that exploit non-stationarity have
been derived by extending the algorithm of Molgedey
and Schuster (1994) [193] to the convolutive case
[194, 195] including a common two step approach
of ’sphering’ and rotation [159, 196, 197, 198, 199].
(Any matrix, for instance matrixW , can be repre-
sented as a concatenation of a rotation with subse-
quent scaling (which can be used to remove second-
order moments, i.e. sphering) and an additional rota-
tion).

In Yin and Sommen (1999) [160] a source
separation algorithm was presented based on non-
stationarity and a model of the direct path. The re-
verberant signal paths are considered as noise. A
time domain decorrelation algorithm based on differ-
ent cross-correlations at different time lags is given
in Ahmed et al. (1999) [200]. In Yin and Som-
men (2000) [201] the cost function is based on min-
imization of the power spectral density between the
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source estimates. The model is simplified by assum-
ing that the acoustic transfer function between the
source and closely spaced microphones is similar.
The simplified model requires fewer computations.
An algorithm based on joint diagonalization is sug-
gested in Rahbar and Reilly (2003, 2005) [152, 152].
This approach exploits the spectral correlation be-
tween the adjacent frequency bins in addition to non-
stationarity. Also in [202, 203] a diagonalization cri-
terion based on non-stationarity has been used.

In Olsson and Hansen (2004) [139, 138] the non-
stationary assumption has been included in a state-
space Kalman filter model.

In Buchner et al. (2003) [204], an algorithm
that uses a combination of non-stationarity, non-
Gaussianity and non-whiteness has been suggested.
This has also been applied in [205, 206, 207]. In
the case of more source signals than sensors, an al-
gorithm based on non-stationarity has also been sug-
gested [70]. In this approach, it is possible to sep-
arate three signals: a mixture of two non-stationary
source signals with short-time stationarity and one
signal which is long-term stationary. Other algo-
rithms based on the non-stationary assumptions can
be found in [208, 209, 210, 211, 212, 213, 214].

5.2.3. Cyclo-stationarity

If a signal is assumed to be cyclo-stationary, the sig-
nals’ cumulative distribution is invariant with respect
to time shifts of some periodT or any integer mul-
tiples of T . Further, a signal is said to be wide-
sense cyclo-stationary if the signals mean and auto-
correlation is invariant to shifts of some periodT or
any integer multiples ofT [215], i.e.:

E[s(t)] = E[s(t + αT )] (37)

E[s(t1), s(t2)] = E[s(t1 + αT ), s(t2 + αT )].(38)

An example of a cyclo-stationary signal is a ran-
dom amplitude sinusoidal signal. Many communi-
cation signals have the property of cyclo-stationarity,
and voiced speech is sometimes considered approx-
imately cyclo-stationary [216]. This property has
been used explicitly to recover mixed source in e.g.
[216, 217, 218, 55, 219, 220, 34, 118, 221, 222]. In
[220] cyclo-stationarity is used to solve the frequency
permutation problem (see Section 6.1) and in [118] it

is used as additional criteria to improve separation
performance.

5.2.4. Non-whiteness

Many natural signals, in particular acoustic signals,
are temporally correlated. Capturing this property
can be beneficial for separation. For instance, captur-
ing temporal correlations of the signals can be used
to reduce a convolutive problem to an instantaneous
mixture problem, which is then solved using addi-
tional properties of the signal [35, 25, 36, 37, 38, 39,
40]. In contrast to instantaneous separation where
decorrelation may suffice for non-white signals, for
convolutive separation additional conditions on the
system or the sources are required. For instance, Mei
and Yin (2004) [223] suggest that decorrelation is
sufficient provided the sources are an ARMA pro-
cess.

5.3. Sparseness in the Time/Frequency domain

Numerous source separation applications are limited
by the number of available microphones. It is in not
always guaranteed that the number of sources is less
than or equal to the number of sensors. With linear
filters it is in general not possible to remove more
thanM − 1 sources from the signal. By using non-
linear techniques, in contrast, it may be possible to
extract a larger number of source signals. One tech-
nique to separate more sources than sensors is based
on sparseness. If the source signals do not overlap in
the time-frequency (T-F) domain it is possible to sep-
arate them. A mask can be applied in the T-F domain
to attenuate interfering signal energy while preserv-
ing T-F bins where the signal of interest is dominant.
Often a binary mask is used giving perceptually satis-
factory results even for partially overlapping sources
[224, 225]. These methods work well for anechoic
mixtures (delay-only) [226]. However, under rever-
berant conditions, the T-F representation of the sig-
nals is less sparse. In a mildly reverberant environ-
ment (T60 ≤ 200 ms) under-determined sources have
been separated with a combination of independent
component analysis (ICA) and T-F masking [47].
The firstN −M signals are removed from the mix-
tures by applying a T-F mask estimated from the di-
rection of arrival of the signal (cf. Section 7.1). The
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remainingM sources are separated by conventional
BSS techniques. When a binary mask is applied to a
signal, artifacts (musical noise) are often introduced.
In order to reduce the musical noise, smooth masks
have been proposed [227, 47].

Sparseness has also been used as a post process-
ing step. In [77], a binary mask has been applied as
post-processing to a standard BSS algorithm. The
mask is determined by comparison of the magni-
tude of the outputs of the BSS algorithm. Hereby a
higher signal to interference ratio is obtained. This
method was further developed by Pedersen et al.
(2005, 2006) in order to segregate under-determined
mixtures [228, 229]. Because the T-F mask can be
applied to a single microphone signal, the segregated
signals can be maintained as e.g. stereo signals.

Most of the T-F masking methods do not effec-
tively utilize information from more than two micro-
phones because the T-F masks are applied to a single
microphone signal. However, some methods have
been proposed that utilize information from more
than two microphones [225, 230].

Clustering has also been used for sparse source
separation [231, 232, 233, 234, 140, 141, 235, 236,
230]. If the sources are projected into a space where
each source groups together, the source separation
problem can be solved with clustering algorithms. In
[46, 45] the mask is determined by clustering with
respect to amplitude and delay differences.

In particular when extracting sources from sin-
gle channels sparseness becomes an essential crite-
rion. Pearlmutter and Zador (2004) [237] use strong
prior information on the source statistic in addition
to knowledge of the head-related transfer functions
(HRTF). An a priori dictionary of the source sig-
nals as perceived through a HRTF makes it possible
to separate source signals with only a single micro-
phone. In [238],a priori knowledge is used to con-
struct basis functions for each source signals to seg-
regate different musical signals from their mixture.
Similarly, in [239, 240] sparseness has been assumed
in order to extract different music instruments.

Techniques based on sparseness are further dis-
cussed in the survey by O’Grady et al. (2005) [21].

5.4. Priors from Auditory Scene Analysis and
Psycho-Acoustics

Some methods rely on insights gained from studies of
the auditory system. The work by Bergman [241] on
auditory scene analysis characterized the cues used
by humans to segregate sound sources. This has mo-
tivated computational algorithms that are referred to
as computational auditory scene analysis (CASA).
For instance, the phenomenon of auditory masking,
i.e., the dominant perception of the signal with largest
signal power has motivated the use of T-F masking
for many years [242]. In addition to the direct T-F
masking methods outlined above, separated sources
have been enhanced by filtering based on perceptual
masking and auditory hearing thresholds [191, 243].

Another important perceptual cue that has been
used in source separation is pitch frequency, which
typically differs for simultaneous speakers [135, 244,
245, 137, 138, 147]. In Tordini and Piazza (2000)
[135] pitch is extracted from the signals and used
in a Bayesian framework. During unvoiced speech,
which lacks a well-defined pitch they use an ordi-
nary blind algorithm. In order to separate two sig-
nals with one microphone, Gandhi and Hasegawa-
Johnson (2004) [137] have proposed a state-space
separation approach with stronga priori informa-
tion. Both pitch and Mel-frequency cepstral coeffi-
cients (MFCC) were used in their method. A pitch
codebook as well as an MFCC codebook have to be
known in advance. Olsson and Hansen [138] have
used a Hidden-Markov Model, where the sequence of
possible states is limited by the pitch frequency that is
extracted in the process. As a pre-processing step to
source separation, Furukawa et al. (2003) [245] use
pitch in order to determine the number of source sig-
nals.

A method for separation of more sources than
sensors is given in Barros et al. (2002) [244]. They
combined ICA with CASA techniques such as pitch
tracking and auditory filtering. Auditory filter banks
are used in order to model the cochlea. In [244]
wavelet filtering has been used for auditory filter-
ing. Another commonly used auditory filter bank is
the Gammatone filter-bank (see e.g. Patterson (1994)
[246] or [247, 248]). In Roman et al. (2003) [248]
binaural cues have been used to segregate sound
sources, whereby inter-aural time and inter-aural in-
tensity differences (ITD, IID) have been used to
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group the source signals.

6. TIME VERSUS FREQUENCY DOMAIN

The blind source separation problem can either be ex-
pressed in the time domain

y(t) =

L−1∑

l=0

W lx(t− l) (39)

or in the frequency domain

Y (ω, t) = W (ω)X(ω, t). (40)

A survey of frequency-domain BSS is provided in
[22]. In Nishikawa et al. (2003) [249] the advantages
and disadvantages of the time and frequency domain
approaches have been compared. This is summarized
in Table 3.

An advantage of blind source separation in the
frequency domain is that the separation problem can
be decomposed into smaller problems for each fre-
quency bin in addition to the significant gains in com-
putational efficiency. The convolutive mixture prob-
lem is reduced to “instantaneous” mixtures for each
frequency. Although this simplifies the task of con-
volutive separation a set of new problems arise: The
frequency domain signals obtained from the DFT are
complex-valued. Not all instantaneous separation al-
gorithms are designed for complex-valued signals.
Consequently, it is necessary to modify existing algo-
rithms correspondingly [250, 251, 252, 5]. Another
problem that may arise in the frequency domain is
that there are no longer enough data points available
to evaluate statistical independence [131]. For some
algorithms [149] it is necessary that the frame size
T of the DFT is much longer than the length of the
room impulse responseK (see Section 6.3). Long
frames result in fewer data samples per frequency
[131], which complicates the estimation of the in-
dependence criteria. A method that copes with this
issue has been proposed by Servière (2004) [253].

6.1. Frequency Permutations

Another problem that arises in the frequency domain
is the permutation and scaling ambiguity. If the con-
volutive problem is treated for each frequency as

a separate problem, the source signals in each fre-
quency bin may be estimated with an arbitrary per-
mutation and scaling, i.e.:

Y (ω, t) = P (ω)Λ(ω)S(ω, t). (41)

If the permutationP (ω) is not consistent across fre-
quency then converting the signal back to the time
domain will combine contributions from different
sources into a single channel, and thus annihilate the
separation achieved in the frequency domain. An
overview of the solutions to this permutation prob-
lem is given in Section 7. The scaling indeterminacy
at each frequency – arbitrary solution forΛ(ω) – will
result in an overall filtering of the sources. Hence,
even for perfect separation the separated sources may
have a different frequency spectrum than the original
sources.

6.2. Time-Frequency Algorithms

Algorithms that define a separation criteria in the
time domain do typically not exhibit frequency per-
mutation problems, even when computations are exe-
cuted in the frequency domain. A number of authors
have therefore used time-domain criteria combined
with frequency domain implementations that speed
up computations. [254, 113, 255, 256, 121, 101, 257,
179, 171]. However, note that second-order criteria
may be susceptible to the permutation problem even
if they are formulated in the time domain [184].

6.3. Circularity Problem

When the convolutive mixture in the time domain is
expressed in the frequency domain by the DFT, the
convolution becomes separate multiplications, i.e.:

x(t) = A ∗ s(t)←→X(ω, t) ≈ A(ω)S(ω, t).
(42)

However, this is only an approximation which is ex-
act only for periodics(t) with periodT , or equiva-
lently, if the time convolution iscircular:

x(t) = A ⊛ s(t)←→X(ω) = A(ω)S(ω). (43)

For a linear convolutionerrors occur at the frame
boundary, which are conventionally corrected with
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Table 3: Advantages and disadvantages for separation in thetime domain or separation in the frequency
domain.

Time Domain Frequency Domain
Advantages Disadvantages Advantages Disadvantages
• The independence as-
sumption holds better for
full-band signals

• Degradation of conver-
gence in strong reverber-
ant environment

• The convolutive mix-
ture can be transformed
into instantaneous mix-
ture problems for each
frequency bin

• For each frequency
band, there is a per-
mutation and a scaling
ambiguity which needs to
be solved

• Possible high conver-
gence near the optimal
point

• Many parameters need
to be adjusted for each it-
eration step

• Due to the FFT, com-
putations are saved com-
pared to an implementa-
tion in the time domain

• Problem with too few
samples in each frequency
band may cause the inde-
pendence assumption to
fail

• Convergence is faster • Circular convolution de-
teriorates the separation
performance.
• Inversion of W is not
guaranteed

the overlap-save method. However, a correct overlap-
save algorithm is difficult to implement when com-
puting cross-powers such as in (35) and typically the
approximate expression (42) is assumed.

The problem of linear/circular convolution has
been addressed by several authors [62, 149, 258, 171,
121]. Parra and Spence (2000) [149] note that the
frequency domain approximation is satisfactory pro-
vided that the DFT lengthT is significantly larger
than the length of the mixing channels. In order to
reduce the errors due to the circular convolution, the
filters should be at least two times the length of the
mixing filters [131, 176].

To handle long impulse responses in the fre-
quency domain, a frequency model which is equiv-
alent to the time domain linear convolution has been
proposed in [253]. When the time domain filter ex-
tends beyond the analysis window the frequency re-
sponse is under-sampled [258, 22]. These errors can
be mitigated by spectral smoothing or equivalently by
windowing in the time domain. According to [259]
the circularity problem becomes more severe when
the number of sources increases.

Time domain algorithms are often derived using
Toeplitz matrices. In order to decrease the complex-
ity and improve computational speed, some calcula-
tions involving Toeplitz matrices are performed us-
ing the fast-Fourier transform. For that purpose, it is

necessary to express the Toeplitz matrices in circu-
lant Toeplitz form [23, 260, 261, 195, 121, 171]. A
method that avoids the circularity effects but main-
tains the computational efficiency of the FFT has
been presented in [262]. Further discussion on the
circularity problem can be found in [189].

6.4. Subband filtering

Instead of the conventional linear Fourier domain
some authors have used subband processing. In [142]
a long time-domain filter is replaced by a set of short
independent subband-filters, which results in faster
convergence as compared to the full-band methods
[214]. Different filter lengths for each subband fil-
ter have also been proposed motivated by the vary-
ing reverberation time of different frequencies (typ-
ically low-frequencies have a longer reverberation
time) [263].

7. THE PERMUTATION AMBIGUITY

The majority of algorithms operate in the frequency
domain due to the gains in computational efficiency,
which are important in particular for acoustic mix-
tures that require long filters. However, in frequency
domain algorithms the challenge is to solve the per-
mutation ambiguity, i.e., to make the permutation



Springer Handbook on Speech Processing and Speech Communication 16

matrix P (ω) independent of frequency. Especially
when the number of sources and sensors is large, re-
covering consistent permutations is a severe problem.
With N model sources there areN ! possible per-
mutations in each frequency bin. Many frequency
domain algorithms providead hocsolutions, which
solve the permutation ambiguity only partially, thus
requiring a combination of different methods. Ta-
ble 4 summarizes different approaches. They can be
grouped into two categories

1. Consistency of the filter coefficients

2. Consistency of the spectrum of the recovered
signals

The first exploits prior knowledge about the mixing
filters, and the second uses prior knowledge about
the sources. Within each group the methods differ in
the way consistency across frequency is established,
varying sometimes in the metric they use to measure
distancebetween solutions at different frequencies.

7.1. Consistency of the Filter Coefficients

Different methods have been used to establish con-
sistency of filter coefficients across frequency, such
as constraints on the length of the filters, geometric
information, or consistent initialization of the filter
weights.

Consistency across frequency can be achieved
by requiring continuity of filter values in the fre-
quency domain. One may do this directly by compar-
ing the filter values of neighboring frequencies after
adaptation, and pick the permutation that minimize
the Euclidean distance between neighboring frequen-
cies [269, 74]. Continuity (in a discrete frequency
domain) is also expressed as smoothness, which is
equivalent with a limited temporal support of the fil-
ters in the time domain. The simplest way to im-
plement such a smoothness constraint is by zero-
padding the time domain filters prior to performing
the frequency transformation [264]. Equivalently,
one can restrict the frequency domain updates to have
a limited support in the time domain. This method
is explained in Parra et al. [149] and has been used
extensively [283, 161, 269, 174, 190, 188, 201, 119,
122, 192]. Ikram and Morgan [174, 176] evaluated
this constraint and point out that there is a trade-off

between the permutation alignment and the spectral
resolution of the filters. Moreover, restricting the fil-
ter length may be problematic in reverberant environ-
ments where long separation filters are required. As
a solution they have suggest to relax the constraint on
filter length after the algorithm converges to satisfac-
tory solutions [176].

Another suggestion is to assess continuity after
accounting for the arbitrary scaling ambiguity. To do
so, the separation matrix can be normalized as pro-
posed in [265]:

W (ω) = W̃ (ω)Λ(ω), (44)

whereΛ(ω) is a diagonal matrix and̃W (ω) is a
matrix with unit diagonal. The elements of̃W (ω),
W̃mn(ω) are the ratios between the filters and these
are used to assess continuity across frequencies [48,
220].

Instead of restricting theunmixingfilters, Pham
et al. (2003) [202] have suggested to require conti-
nuity in themixingfilters, which is reasonable as the
mixing process will typically have a shorter time con-
stant. A specific distance measure has been proposed
by Asano et al. (2003) [284, 267]. They suggest to
use the cosine between the filter coefficients of dif-
ferent frequenciesω1 andω2:

cosαn =
aH

n (ω1)an(ω2)

‖aH
n (ω1)‖‖an(ω2)‖

, (45)

where an(ω) is the n’th column vector ofA(ω),
which is estimated as the pseudo-inverse ofW (ω).
Measuring distance in the space of separation filters
rather than mixing filters was also suggested because
these may better reflect the spacial configuration of
the sources [285].

In fact, continuity across frequencies may also be
assessed in terms of the estimated spatial locations
of sources. Recall that the mixing filters are impulse
responses between the source locations and the mi-
crophone locations. Therefore, the parameters of the
separation filters should account for the position of
the source in space. Hence, if information about the
sensor location is available it can be used to address
the permutation problem.

To understand this, consider the signal that ar-
rives at an array of sensors. Assuming a distant
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Table 4: Categorization of approaches to solve the permutation problem in the frequency domain.
Class Metric Reference
Consistency of Smooth spectrum [264, 149]
the filter Source locations [265]
coefficients Directivity pattern [266, 175, 73]

Location vectors [267]
DOA [184, 268, 72]
Adjacent matrix distance [269]
Invariances [48]
Split spectrum [270]
Frequency link in update process [127]
Initialization [250, 271]
Moving sources [167]
Vision [148]

Consistency of Amplitude modulation [159, 197, 272, 126, 203]
the spectrum Pitch [135, 147]
of the recovered Psychoacoustics [243, 243]
signals Fundamental frequency [244]

Cyclo-stationarity [273]
Periodic signals [221]
Cross-correlation [62, 274, 209]
Cross-cumulants [275]
Kurtosis [86]
Source distribution [276, 134]
Multidimensional prior [277, 278]
Clustering [230, 279]

Time-frequency FIR polynomial [23, 254, 113, 255]
information TD cost function [178]

Apply ICA to whole spectrogram [280]
Combined [106, 258, 281, 282]
approaches

source in an reverberation-free environment the sig-
nal approximates a plane-wave. If the plane-waves
arrives at an angle to the microphone array it will
impinge on each microphone with a certain delay
(see Figure 6). This delayτ is given by the micro-
phone distanced, the velocity of the wavec, and the
direction-of-arrival (DOA) angleθ:

τ =
d

c
sin θ, (46)

Filters that compensate for this delay can add the mi-
crophone signals constructively (or destructively) to
produce a maximum (or minimum) response in the
DOA. Hence, the precise delay in filters (which in
the frequency domain correspond to precise phase re-
lationships) establishes a relationship between differ-
ent frequencies that can be used to identify correct
permutations. This was first considered by Soon et

al. (1993) [286].
To be specific, each row in the separation ma-

trix W (ω) defines adirectivity pattern, and therefore
each row can be thought of as a separate beamformer.
This directivity pattern is determined by the transfer
function between the source and the filter output. The
magnitude response of then-th output is given by

rn(ω, θ) = |wH
n (ω)a(ω, θ)|2, (47)

wherea(ω) is anM×1 vector representing the prop-
agation of a distant source with DOAθ to the sensor
array. WhenM sensors are available, it is possible to
placeM − 1 nulls in each of theM directivity pat-
terns, i.e., directions from which the arriving signal
is canceled out. In an ideal, reverberation-free en-
vironment separation is achieved if these nulls point
to the directions of the interfering sources. The lo-
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1 2 3 M

d

Figure 6: A sensor array consisting ofM sensors
linearly distributed with the distanced to the adja-
cent sensor. The sensors are placed in a free field.
A source signal is considered coming from a point
source of a distancer away from the sensor array.
The source signal is placed in the far-field, i.e.,r ≫
d. Therefore the incident wave is planar and the ar-
rival angleθ is the same for all the sensors.

cations of these nulls, as they may be identified by
the separation algorithm, can be used to resolve the
permutation ambiguity [266, 287, 288, 81, 77, 131,
289, 290]. These techniques draw strong parallels
between source separation solutions andbeamform-
ing. The DOA’s do not have to be known in ad-
vance and can instead be extracted from the result-
ing separation filters. Note, however, that the ability
to identify source locations is limited by the physics
of wave propagation and sampling: distant micro-
phones will lead to grading lobes which will con-
fuse the source locations, while small aperture lim-
its spatial resolution at low frequencies. Ikram and
Morgan (2002) [175] extend the idea of Kurita et al.
(2000) [266] to the case where the sensor space is
wider than one half of the wavelength. Source loca-
tions are estimated at lower frequencies, which do not
exhibit grating lobes. These estimates are then used
to determine the correct nulls for the higher frequen-
cies and hereby the correct permutations. In order
to resolve permutations when sources arrive from the
same direction, Mukai et al. (2004) [291] use a near-
field model. Mitianoudis and Davies (2004) [268]
suggested frequency alignment based on DOA esti-

mated with the MuSIC algorithm [292]. A subspace
method has been used in order to avoid constraints
on the number of sensors. Knaak et al. (2003) [222]
include DOA information as a part of the BSS algo-
rithm in order to avoid the permutation. Although all
these methods assume a reverberation-free environ-
ment they give reasonable results in reverberant en-
vironments as long as the source has a strong direct
path to the sensors.

Two other methods also utilize geometry. In the
case of moving sources, where only one source is
moving, the permutation can be resolved by noting
that only one of the parameters in the separation ma-
trix changes [167]. If visual cues are available, they
may also be used to solve the permutation ambiguity
[148].

Instead of using geometric information as a sep-
arate step to solve the permutation problem Parra
and Alvino (2002) include geometric information di-
rectly into the cost function [184, 185]. This ap-
proach has been applied to microphone arrays under
reverberant conditions [187]. Baumann et al. (2003)
[72] have also suggested a cost function, which in-
cludes the DOA estimation. The arrival angles of the
signals are found iteratively and included in the sep-
aration criterion. Baumann et al. [73] also suggest a
maximum likelihood approach to solve the permuta-
tion problem. Given the probability of a permuted or
non-permuted solution as function of the estimated
zero directions, the most likely permutation is found.

Gotanda et al. (2003) [270] have proposed a
method to reduce the permutation problem based on
the split spectral difference, and the assumption that
each source is closer to one microphone. The split
spectrum is obtained when each of the separated sig-
nals are filtered by the estimated mixing channels.

Finally, for iterative update algorithms a proper
initialization of the separation filters can re-
sult in consistent permutations across frequencies.
Smaragdis [250] proposed to estimate filter values
sequentially starting with low frequencies and ini-
tializing filter values with the results of the previous
lower frequency. This will tend to select solutions
with filters that are smooth in the frequency domain,
or equivalently, filters that are short in the time do-
main. Filter values may also be initialized to sim-
ple beamforming filters that point to estimated source
locations. The separation algorithm will then tend
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to converge to solutions with the same target source
across all frequencies [184, 271].

7.2. Consistency of the Spectrum of the Recov-
ered Signals

Some solutions to the permutation ambiguity are
based on the properties of speech. Speech signals
have strong correlations across frequency due to a
common amplitude modulation.

At the coarsest level the power envelope of the
speech signal changes depending on whether there
is speech or silence, and within speech segments
the power of the carrier signal induces correlations
among the amplitude of different frequencies. A sim-
ilar argument can be made for other natural sounds.
Thus, it is fair to assumed that natural acoustic sig-
nals originating from the same source have a cor-
related amplitude envelope for neighboring frequen-
cies. A method based on this co-modulation prop-
erty was proposed by Murata et al. (1998) [159, 196].
The permutations are sorted to maximize the cor-
relation between different envelopes. This is illus-
trated in Figure 7. This method has also been used in
[293, 198, 199, 287, 263, 203]. Rahbar and Reilly
(2001, 2005) [209, 152] suggest efficient methods
for finding the correct permutations based on cross-
frequency correlations.

Asano and Ikeda (2000) [294] report that the
method sometimes fails if the envelopes of the dif-
ferent source signals are similar. They propose the
following function to be maximized in order to esti-
mate the permutation matrix:

P̂ (ω) = arg max
P (ω)

T∑

t=1

ω−1∑

j=1

[P (ω)ȳ(ω, t)]H ȳ(j, t),

(48)
where ȳ is the power envelope ofy and P (ω) is
the permutation matrix. This approach has also been
adopted by Peterson and Kadambe (2003) [232]. Ka-
mata et al. (2004) [282] report that the correlation
between envelopes of different frequency channels
may be small, if the frequencies are too far from each
other. Anemüller and Gramms (1999) [127] avoid
the permutations since the different frequencies are
linked in the update process. This is done by seri-
ally switching from low to high frequency compo-
nents while updating.

ω

t

ω

t

ω

t

ω

t

Figure 7: For speech signals, it is possible to esti-
mate the permutation matrix by using information on
the envelope of the speech signal (amplitude mod-
ulation). Each speech signal has a particular enve-
lope. Therefore, by comparison with the envelopes
of the nearby frequencies, it is possible to order the
permuted signals.

Another solution based on amplitude correlation
is the so-called Amplitude Modulation Decorrelation
(AMDecor)–algorithm presented by Anemüller and
Kollmeier (2000, 2001) [272, 126]. They propose to
solve, the source separation problem and the permu-
tation problems simultaneously. An amplitude mod-
ulation correlation is defined, where the correlation
between the frequency channelsωk andωl of the two
spectrogramsY a(ω, t) andY b(ω, t) is calculated as

c(Y a(ω, t), Y b(ω, t)) =

E[|Y a(ω, t)||Y b(ω, t)|]

−E[|Y a(ω, t)|]E[|Y b(ω, t)|]. (49)

This correlation can be computed for all combina-
tions of frequencies. This results in a square matrix
C(Y a, Y b) with sizes equal to the number of fre-
quencies in the spectrogram, whosek, lth element is
given by (49). Since the unmixed signalsy(t) have to
be independent, the following decorrelation property
must be fulfilled

Ckl(Y a, Y b) = 0 ∀a 6= b, ∀k, l. (50)

This principle also solves the permutation ambiguity.
The source separation algorithm is then based on the
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minimization of a cost function given by the Frobe-
nius norm of the amplitude modulation correlation
matrix.

A priori knowledge about the source distribu-
tions has also been used to determine the correct
permutations. Based on assumptions of Laplacian
distributed sources, Mitianopudis and Davies (2001,
2002) [251, 276, 134] propose a likelihood ratio test
to test which permutation is most likely. A time-
dependent function that imposes frequency coupling
between frequency bins is also introduced. Based on
the same principle, the method has been extended to
more than two sources by Rahbar and Reilly (2003)
[152]. A hierarchical sorting is used in order to
avoid errors introduced at a single frequency. This
approach has been adopted in Mertins and Russel
(2003) [212].

Finally, one of the most effective convolutive
BSS methods to-date (see Table 5) uses this statis-
tical relationship of signal powers across frequen-
cies. Rather than solving separate “instantaneous”
source separation problems in each frequency band
Kim et al. (2006) [295, 278, 277] propose a multi-
dimensional version of the density estimation algo-
rithms described in Section 5.1.3. The density func-
tion captures the power of the entire model source
rather than the power at individual frequencies. As
a result, the joint-statistics across frequencies are ef-
fectively captured and the algorithm converges to sat-
isfactory permutations in each frequency.

Other properties of speech have also been sug-
gested in order to solve the permutation indetermi-
nacy. Apitch-based method has been suggested by
Tordini and Piazza (2002) [135]. Also Sanei et al.
(2004) [147] use the property of different pitch fre-
quency for each speaker. The pitch and formants
are modeled by a coupled hidden Markov model
(HMM). The model is trained based on previous time
frames.

Motivated by psycho-acoustics, Guddeti and
Mulgrew (2005) [243] suggest to disregard frequency
bands that are perceptually masked by other fre-
quency bands. This simplifies the permutation prob-
lem as the number of frequency bins that have to be
considered is reduced. In Barros et al. (2002) [244],
the permutation ambiguity is avoided due toa priori
information of the phase associated with the funda-
mental frequency of the desired speech signal.

Non-speech signals typically also have properties
which can be exploited. Two proposals for solving
the permutation in the case of cyclo-stationary sig-
nals can be found in Antoni et al. (2005) [273]. For
machine acoustics, the permutations can be solved
easily since machine signals are (quasi) periodic.
This can be employed to find the right component in
the output vector [221].

Continuity of the frequency spectra has been used
by Capdevielle et al. (1995) [62] to solve the permu-
tation ambiguity. The idea is to consider the slid-
ing Fourier transform with a delay of one point. The
cross correlation between different sources are zero
due to the independence assumption. Hence, when
the cross correlation is maximized, the output be-
longs to the same source. This method has also been
used by Servière (2004) [253]. A disadvantage of
this method is that it is computationally very expen-
sive since the frequency spectrum has to be calcu-
lated with a window shift of one. A computation-
ally less expensive method based on this principle
has been suggested by Dapena and Servière (2001)
[274]. The permutation is determined from the so-
lution that maximizes the correlation between only
two frequencies. If the sources have been whitened
as part of separation, the approach by Capdevielle et
al.(1995) [62] does not work. Instead, Kopriva et
al. (2001) [86] suggest that the permutation can be
solved by independence tests based on kurtosis. For
the same reason, Mejuto et al. (2000) [275] consider
fourth order cross-cumulants of the outputs at all fre-
quencies. If the extracted sources belong to the same
sources, the cross-cumulants will be non-zero. Oth-
erwise, if the sources belong to different sources, the
cross-cumulants will be zero.

Finally, Hoya et al. (2003) [296] use pattern
recognition to identify speech pauses that are com-
mon across frequencies, and in the case of over-
complete source separation, K-means clustering has
been suggested. The clusters with the smallest
variance are assumed to correspond to the desired
sources [230]. Dubnov et al. (2004) [279] also ad-
dress the case of more sources than sensors. Cluster-
ing is used at each frequency and Kalman tracking is
performed in order to link the frequencies together.
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7.3. Global permutations

In many applications only one of the source signals is
desired and the other sources are only considered as
interfering noise. Even though the local (frequency)
permutations are solved, the global (external) permu-
tation problem still exists. Only few algorithms ad-
dress the problem of selecting the desired source sig-
nal from the available outputs. In some situations, it
can be assumed that the desired signal arrives from
a certain direction (e.g. the speaker of interest is in
front of the array). Geometric information can deter-
mine which of the signals is the target [184, 171]. In
other situations, the desired speaker is selected as the
most dominant speaker. In Low et al. (2004) [289],
the most dominant speaker is determined on a crite-
rion based on kurtosis. The speaker with the highest
kurtosis is assumed to be the dominant. In separation
techniques based on clustering, the desired source
is assumed to be the cluster with the smallest vari-
ance [230]. If the sources are moving it is necessary
to maintain the global permutation by tracking each
source. For block-based algorithm the global permu-
tation might change at block-boundaries. This prob-
lem can often be solved by initializing the filter with
the estimated filter from the previous block [186].

8. RESULTS

The overwhelming majority of convolutive source
separation algorithms have been evaluated on sim-
ulated data. In the process, a variety of simulated
room responses have been used. Unfortunately, it is
not clear if any of these results transfer to real data.
The main concerns are the sensitivity to microphone
noise (often not better than -25 dB), non-linearity in
the sensors, and strong reverberations with a possibly
weak direct path. It is suggestive that only a small
subset of research teams evaluate their algorithms on
actual recordings. We have considered more than 400
references and found results on real room recordings
in only 10% of the papers. Table 5 shows a com-
plete list of those papers. The results are reported as
signal-to-interference ratio (SIR), which is typically
averaged over multiple output channels. The result-
ing SIR are not directly comparable as the results for
a given algorithm are very likely to dependent on the
recording equipment, the room that was used, and the

SIR in the recorded mixtures. A state-of-the art al-
gorithm can be expected to improve the SIR by 10-
20 dB for two stationary sources. Typically a few
seconds of data (2 s-10 s) will be sufficient to gener-
ate these results. However, from this survey nothing
can be said about moving sources. Note that only 8
(of over 400) papers reported separation of more than
2 sources indicating that this remains a challenging
problem.

9. CONCLUSION

We have presented a taxonomy for blind separation
of convolutive mixtures with the purpose of provid-
ing a survey and discussion of existing methods. Fur-
ther we hope that this might stimulate the develop-
ment of new models and algorithms which more ef-
ficiently incorporate specific domain knowledge and
useful prior information.

In the title of the BSS review by Torkkola (1999)
[13], it was asked:Are we there yet?Since then
numerous algorithms have been proposed for blind
separation of convolutive mixtures. Many convolu-
tive algorithms have shown good performance when
the mixing process is stationary, but still only few
methods work in real-world, time-varying environ-
ments. In real-time-varying environments, there are
too many parameters to update in the separation fil-
ters, and too little data available in order to estimate
the parameters reliably, while the less complicated
methods such as null-beamformers may perform just
as well. This may indicate that the long de-mixing fil-
ters are not the solution for real-world, time-varying
environments such as the cocktail-party party situa-
tion.
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Table 5: An overview of algorithms applied in real
rooms, where the SIR improvement has been re-
ported.

Room size T60 N M SIR Reference
(approx.)
[m]

[ms] [dB]

6 × 3 × 3 300 2 2 13 [169, 170]1

6 × 3 × 3 300 2 2 8–10 [271]1

6 × 3 × 3 300 2 2 12 [249]
6 × 3 × 3 300 2 2 5.7 [290]
6 × 3 × 3 300 2 2 18–20 [297, 132]1

50 2 2 10 [207]
250 2 2 16 [262]

6 × 6 × 3 200 2 2 < 16 [205]2

6 × 6 × 3 150 2 2 < 15 [206]
6 × 6 × 3 150 2 2 < 20 [171]

500 2 2 6 [262]
4 × 4 × 3 130 3 2 4–12 [298]
4 × 4 × 3 130 3 2 14.3 [227]
4 × 4 × 3 130 3 2 < 12 [47]
4 × 4 × 3 130 2 2 7–15 [130]
4 × 4 × 3 130 2 2 4–15 [22, 299]2

4 × 4 × 3 130 2 2 12 [291]
4 × 4 × 3 130 6 8 18 [300]
4 × 4 × 3 130 4 4 12 [259]

130 3 2 10 [140, 141]
Office 2 2 5.5–7.6 [142]
6 × 5 130 2 8 1.6–7.0 [269]
8 × 7 300 2 2 4.2–6.0 [73]
15 × 10 300 2 2 5–8.0 [72]

2 2 < 10 [57, 91]
Office 2 2 6 [122]
Many rooms 2 2 3.1–27.4 [115]
Small room 2 2 4.7–9.5 [252]
4 × 3 × 2 2 2 < 10 [181]
4 × 3 × 2 2 2 14.4 [183]
4 × 3 × 2 2 2 4.6 [182]

2 2 < 15 [245]
6 × 7 580 2 3 < 73 [31]3

810 2 2 < 10 [167]2

Conf. room 4 4 14 [278]
150 3 3 10 [222]

15 × 10 × 4 300 2 2 10 [77]
360 2 2 5 [266]

5 × 5 200 2 2 6–21 [301]
300 2 2–12 8–12 [302]

3 × 6 3 8 10 [184]
4 × 3 × 2 2 2 15 [149]
5 × 5 × 3 2 2 5 [187]
8 × 4 700 2 4 16 [152]
7 × 4 × 3 250 2 2 9.3 [253]1

4 × 4 200 2 2 15 [303]
Office 500 3 2 4.3–10.6 [45]

300 2 6 < 15 [213]
1 Sources convolved with real impulse responses.
2 Moving sources.
3 This method is not really blind. It requires that sources
are on one at a time.
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