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ABSTRACT

A novel approach to automatic speaker identification is
presented. Using low-level acoustic feature sets, a frame based
analysis of the system performance is implemented to locate
the areas of a speech signal that contain a high level of speaker
dependent information. Subgroups of frames are used for the
text independent speaker identification task and the resulting
system performance is compared with that of using all avail-
able frames. It is found that by exclusively using the frames in
the transient areas of a speech signal, where the signal shifts
between being voiced and unvoiced, the rate of correctly clas-
sified frames is increased by up to 14% compared to the case
of using randomly selected frames. These results are obtained
for PLPCC feature sets extracted from clean speech.

1. INTRODUCTION

Text independent speaker identification has been the focus of
growing research interests over the past few years and new
methods that aspire to decrease the error rate of these sys-
tems are constantly being developed and tested. The auto-
matic speaker identification task is divided into three steps:

• Preprocessing

• Feature Extraction

• Speaker Modeling/ Classification (train/test).

The performance of the overall system is dependent on
each of the three factors listed above, independently and com-
bined. Selecting a feature extraction method and classifier
often depends on the available resources and the intended ap-
plication of the speaker identification system. There is to date
no universally optimal feature set for use in speaker identifi-
cation, and so the search continues to determine and extract
features that contain a high level of speaker dependent infor-
mation, thus enabling a classifier to more easily distinguish
between different speakers.

Another property of the ideal feature set is that it is re-
liably obtainable and computationally feasible, even in situa-
tions where data is sparse. This is the driving force behind the

widespread popularity of the short term spectral features that
model the characteristics of the vocal tract, such as the Lin-
ear Prediction (LP) coefficients. These features are obtained
through straightforward calculations that result in approxima-
tions of the speech envelope. These can then be transformed
into cepstral coefficients which are commonly applied in state
of the art systems [1].

The adequacy of a feature set for speaker identification
lies in its ability to model signal properties that are unique for
each speaker. Human speech perception is capable of quick
and unambiguous classification of human voices and so fea-
ture extraction methods can be enhanced by approximating
the auditory processes that take place physiologically, hence
the advent of such feature sets as the Mel-frequency cepstral
coefficients, MFCC, and perceptual linear prediction cepstral
coefficients, PLPCC [2]. The MFCC feature set combined
with a Gaussian mixture model (GMM) classifier has been
shown to be highly effective, thus proving that the cepstral co-
efficients are not only computationally feasible, but that they
are also significantly well suited for the speaker identifica-
tion task [3]. These features, however, only model the vocal
tract characteristics that filter the source signal formed at the
glottis. As the latter can be assumed to be uncorrelated with
the former, several source based feature sets have been cre-
ated, motivated by the possibility of introducing complemen-
tary information to the feature space. Generally, these source
features used in isolation yield less satisfactory results than
their short-term spectral counterparts, however performance
of a system can be improved by combining the two types of
features [4],[5],[6].

The added demands on the amount of training and test-
ing data required to extract high-level feature sets, as well
as the increased dimensionality of the classifier when feature
sets are combined, makes it desirable to determine an alter-
native means by which to increase system performance. In
order to do this we will focus on the low-level features. These
are usually extracted from 20-30ms frames, within which the
speech signal is assumed to be stationary. Applying all frames
to the speaker identification task is not necessarily the op-
timal implementation of these features, as the frames from
different regions of the speech signal contain varying levels



of speaker dependent information. By heavily weighing only
those frames that are rich in such content, redundancy and
ambiguity within the feature set could be decreased and the
rate of identification thereby increased.

It is therefore proposed that the speaker identification task
could benefit from an additional step - one offrame selection.

2. FRAME SELECTION

The purpose of introducing frame selection is to prioritize
frames from those areas of the speech signal that contain high
levels of speaker dependent information. In the classification
step, the identification decision is often based on the proba-
bility that a frame belongs to a certain speaker, so that speaker
i is identified ifp(i) > p(j), i 6= j. An entire sequence of test
frames,X, can be classified by using the product of probabil-
ities for N individual frames, as is done in GMM classifiers,
see Eq.(1). The speakeri∗ that maximizes this product is then
selected as the owner of the voice.

p(X|λi) =
N∏

n=1

p(xn|λi) (1)

Alternatively, consensus can be applied. Using some form of
decision logic, a classifier identifies each frame as belonging
to a certain speaker and when this process is completed, the
speaker that scores the largest share of the classified frames
is identified as the correct speaker, so that instead of using
Eq.(1) the rationi

N , whereni is the number of frames classi-
fied as belonging to speakeri andN is the total number of
frames, is used.

Increasing the number of frames that are correctly assigned
would increase reliability in speaker identification systems
and eventually also allow for shorter test sequences to be clas-
sified correctly. In order to quantify the amount of frames that
are correctly classified when a test sequence is analyzed, the
performance metric that will be used here is not the tradi-
tionally implemented Equal Error Rate (EER), but rather the
percentage of correctly classified frames,ni,correct

N ∗ 100.
The vital first step in frame selection is defining the crite-

rion for the sorting of frames. This is initialized by labelling
each frame in a sentence as being voiced or unvoiced. In
applications involving features such as pitch estimates, only
the voiced frames are needed [7]. Cepstral coefficients are
extracted from both voiced and unvoiced frames and for the
LPCC, MFCC and PLPCC feature sets, performance showed
no signs of improvement when using either the voiced, or un-
voiced, frames independently [8].

Voicing information is thus not sufficient to model a
speaker’s unique speech-producing vocal tract characteristics.
Promising developments in the field of speech recognition
have been obtained by pinpointing changes in the phonetic
energies of the signal, such as the onset of a syllable [9]. Ex-
tending these findings to a less specific case in the hope that

this can be applicable to speaker identification, transient ar-
eas of energy, indicated by the transition of a speech signal
between a voiced and an unvoiced state, will be analyzed. In
order to establish whether frames from these areas contain an
increased level of speaker dependent information, they are se-
lected from the full feature sets and tested independently. Due
to the limited duration of these frames, several frames just af-
ter or immediately prior to a transition are also included in the
analysis.

3. FEATURE SETS

The frame selection process does not replace any of the steps
in the speaker identification system. It comprises of a modifi-
cation so that the process includes four steps:

• Preprocessing

• Feature Extraction

• Frame Weighing

• Speaker Modeling/ Classification (train/test)

The frame selection and subsequent weighing is a process
implemented independently from the feature extraction pro-
cess and is thus not correlated with the feature set chosen.
The nature of the frame selection criterion, however, requires
that the features chosen be capable of capturing the change
in signal energy that occurs in the transient regions. This is a
dynamic property and thus such feature sets as the∆ and∆∆
derivatives of the cepstral coefficients are probably appropri-
ate. These register the temporal change within a signal by
averaging over the coefficients determined for several frames,
as shown in Eq.(2), wherecm(n) is themth cepstral coeffi-
cient for thenth time frame.Θ is the number of frames that
are included in the calculation.

∆cm(n) =
1
Θ

(cm(n + Θ) − cm(n − Θ)) (2)

The∆∆ coefficients are then derived by applying Eq.(2) for
the∆ coefficients.

4. THE SPEECH CORPUS

The trials here are implemented to solve the text independent
speaker identification task for a closed set of 6 speakers, 3
men and 3 women. The speakers are taken from the ELSDSR
database that was created by Ling Feng at the Technical Uni-
versity of Denmark in 2004 [10]. The speech is recorded in a
quiet environment and with the same recording setup in each
case. Each speaker contributes with the same 7 sentences for
the training data set, and with two different testing sequences.



5. EXPERIMENTAL RESULTS

Preliminary trials without implementing frame selection and
using MFCC, LPCC and PLPCC feature sets show that the
highest level of correctly classified frames is repeatedly ob-
tained for the PLPCC feature sets [8]. This can be contributed
to the fact that these features approximate the auditory fre-
quency analysis that takes place in the human ear prior to
the linear prediction analysis, thus modeling speech as it is
perceived physiologically and placing emphasis on those fre-
quency regions that the ear is naturally more sensitive to. The
experiments including frame selection are therefore imple-
mented using PLPCC feature sets.

A nonlinear neural network is ideal for modeling complex
data representations, and so a perceptron with a single nonlin-
ear hidden layer consisting of 15 units is used as the classifier.
The number of input neurons correponds to the dimensional-
ity of the feature set and there are as many output neurons as
there are reference speakers, i.e. 6 for these experiments. The
output of each output neuron is transformed into a probability,
yj for thejth neuron, subsequently classifying the speaker as
being the one associated with the largest probability. Each
test frame is paired with a target frame so that a calculation of
the total percentage of correctly classified frames is possible.
For each experiment, performanceZ is measured as the rate
in percentage of all correctly classified frames, i.e. over all
I = 6 speakers in the set, as shown in Eq.(3):

Z =
100
N

I∑
i=1

ni,correct (3)

Each training and test sentence is divided into short term
frames that are 30ms in length and with 10ms overlap, and
windowed so as to prevent distortions at frame boundaries.
The preprocessing stage also includes preemphasis of higher
frequencies with a first order high pass filter. The PLPCC
coefficients of orders 9,11 and 13 and their∆ coefficients are
extracted for each frame, as also determined.

The frame selection step then divides the frames into sub-
groups. First, each frame is labelled as being either voiced
or unvoiced. This is done by calculating the autocorrela-
tion function for each frame and then determining whether
the signal block is periodic (or pseudo periodic), or nonperi-
odic. The nonperiodic frames signify the lack of fundamental
frequency information and these frames are labelled as being
unvoiced. The PLPCC feature sets are then split into the fol-
lowing subgroups:

1. UV1: This set is comprised of all the voiced frames
that occur after an unvoiced frame, and all the unvoiced
frames that directly precede a voiced frame.

2. UV2: This set includes all the voiced frames that are lo-
cated just after a voiced frame found after an unvoiced

Feature Set Random UV1 UV2 UV3
9PLPCC 51% 56% 57% 58%

9∆PLPCC 45% 58% 61% 57%
11PLPCC 53% 58% 60% 60%

11∆PLPCC 46% 58% 53% 57%
13PLPCC 52% 60% 63% 60%

13∆PLPCC 49% 63% 62% 58%
13∆∆PLPCC 55% 67% 68% 68%

Table 1. Results for the PLPCC feature sets

frame, and the voiced frames preceding the voiced frames
that occur directly before an unvoiced frame.

3. UV3: Just as in UV2, only the3rd voiced frame after or
before an unvoiced frame, when the frames separating
them are voiced.

Each subgroup includes frames from both the transitions
from voiced to unvoiced and from unvoiced to voiced states,
as the direction of the transition yields no observable differ-
ence in performance [8].

The neural network is trained and tested with 6s and 4.5s
of speech from each speaker, respectively. For training, frames
are randomly chosen either from the entire signal (Random),
or from one of the listed subgroups,UV1,UV2, or UV3, so
that the order in which the frames occur is changed for each
experiment. The amount of training data is limited to 6s per
speaker as it is constrained to the size of the smallest of the
subgroups of features. No weighing scheme is implemented
as the purpose of these trials is simply to determine whether
isolating the frames that contain a transition between voiced
and unvoiced speech, and those frames bordering such a tran-
sition, leads to an increase in correctly classified frames when
compared with the random case, where frames are selected
from anywhere along the complete signal.

The results are shown for the9th, 11th and 13th order
PLPCC feature sets and their first order temporal derivatives
in Table 1.

From Table 1, it can be seen that the highest rates of
correctly classified frames are recorded for the13th order
PLPCCs. Feature sets of higher order are capable of modeling
finer details of the formant frequencies and it is interesting to
note that this aids the identification rate for almost all of the
frame subgroups. The results also indicate that the amount of
correctly classified frames does increase when frames from
the transient regions are selected and only the correspond-
ing feature coefficients used. There is very little difference
between usingUV1, UV2 andUV3, which signifies that the
transition between voiced and unvoiced frames lasts for the
space of at least 3 short-term frames.

No improvement in performance is registered for the∆
feature sets, so the∆∆ coefficients are derived for the 13PLPCC
feature set, in the hopes of further increasing the correct frame



rate. This does indeed result in higher frame classification
rates for all frame subgroups, the highest being for theUV
sets, as before. The greatest measured improvement when us-
ing the transient frame groups is obtained for the∆ and∆∆,
coefficient sets. This indicates that these feature sets are more
adequate at modeling the information contained within the
shifting areas of speech than the stationary coefficients are.
The maximum benefit of using theUV subgroups is obtained
for the 9∆PLPCC and the 13∆PLPCC feature sets, where an
increment of 14% is observed.

The process of frame selection would be considerably more
efficient if the transient areas could be located by analyzing
the feature set without needing to first determine the voiced
and unvoiced state of each frame. For the 13∆∆PLPCC fea-
ture set, it was observed that the summed absolute magnitude
of the coefficients for the frames in the subgroups accounted
for 46% of the summed absolute magnitude for all frames,
while the subgroups themselves only include 16% of the total
number of frames. The implications of this, and the imple-
mentation of other analysis methods, have yet to be explored.

6. CONCLUSIONS AND FUTURE WORK

For a small set of speakers and using speech not contaminated
by noise, it has been shown that the number of frames used
in a feature set for speaker identification can be reduced and
yet the level of speaker dependent information increased by
dividing each signal into subsets based on the transient areas
of speech and then only using these subgroups of frames. Us-
ing up to 3 frames either after the transition from an unvoiced
frame to a voiced one, or 3 frames prior to the transition from
a voiced frame to an unvoiced frame, leads to increased per-
formance of up to14% in correct frame rate.

Future directions include generalizing these findings for
larger speech databases and for longer training and testing
sequences. Also, robustness in the case of speech contami-
nated by noise must be tested. Trials should be implemented
in order to determine just how many frames bordering a tran-
sition can be used. Finally, a way of automizing the process
of selecting the transient frames without necessarily having
to label frames as being voiced and unvoiced first needs to be
derived to enable a weighing scheme that is applicable in a
speaker identification system and thereby realizing the poten-
tial benefits of frame selection.
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