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Abstract

The association between magnesium in drinking water and the risk of cardiovascular death has
been examined in many studies but never in a Danish context prior to this project. Some
evidence of a protective effect of drinking water rich in magnesium is found in these studies. In
this epidemiological study, register based data is used along with water samples taken during
the past 37 years. The study is designed as a cohort study with a 10-year study period (2005-
2014) and includes the entire Danish population aged 30 or more. A Poisson regression model
for incidence rates was used to assess the association and included confounders on age, gender,
cohabitation and family income as well as adjustment for calendar year. The results showed
a significant protective effect of magnesium in drinking water on ischemic heart disease (IHD)
and particularly acute myocardial infarct (AMI). The 20% least exposed (≤ 6.65 mg/l), had an
increased risk of 24% of dying from AMI compared to the 20% most exposed (> 21.9 mg/l).
However, no association was found between the level of magnesium in drinking water and overall
cardiovascular death or death from stroke. Further extensive sensitivity analysis has to be carried
out to confirm the found association.
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Chapter 1

Introduction

Almost everybody is concerned with their health to some extent. Most of us try our best to eat
well, sleep well, exercise enough and in general follow the recommendations that will benefit our
health. The recommendations are based on researchers finding associations between exposures
and risk of all sort of diseases or death. But what about our drinking water? The water that
runs in pipes of every household, the water that ends up on the table for dinner or in the tea
kettle for breakfast. Does that impose any benefit to our health?

The answers to that question require substantial research and the answers are not yet cut in
stone even though research has been going on for more than half a century.

The purpose of this epidemiological study is to contribute to the pool of knowledge that in the
end will lead to official recommendations and perhaps even legislation regarding the water qual-
ity. This study will focus on one mineral that is part of the drinking water mineral composition.
This mineral is magnesium.

Magnesium has already been studied in much research, but never has its potential health be-
nefit been studied in a Danish context. The country of study might play a role in the findings
since the level of magnesium in drinking water varies greatly across countries and even within a
country.

The hypothesis that lays a ground for the study is the following:

Magnesium in drinking water has a positive effect on the risk of cardiovascular death.

The aim of the study is to find any evidence for or against the hypothesis. It will be investig-
ated if the risk of dying from different sub-categories of cardiovascular disease is effected by the
exposure of magnesium through drinking water.

The report describes the process of conducting the study and is structured as follows. The
chapter following the introduction is a background chapter that describes various aspects of
magnesium and drinking water. It also contains a review of recent studies examining the effect
of magnesium in drinking water on cardiovascular death. The third chapter will describe the data
available for the study and serves as a documentation of data. The fourth chapter contains all the
methods used. This includes data science methods for estimating magnesium levels, the entire
study design and a description of the statistical method used for the final analysis. The fifth
chapter describes all analysis and results, starting with a preprocessing section that documents
all handling of data. Furthermore, it has a descriptive analysis, a section on estimation of
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magnesium levels and the results from the statistical analysis. The report will end with a
discussion of methods validity of results, suggestions of further analysis and consequences of the
results. Finally, a conclusion sums up the report.
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Chapter 2

Background

2.1 Magnesium and drinking water

Magnesium is a chemical element with the symbol Mg and it exists naturally in its oxidation
state Mg2+. Magnesium occurs in combination with other materials in the ground and therefore
ground water also contains small amounts of the magnesium ions. According to WHO, the
mean concentration in ground water in different parts of the world is 20 ± 13 mg/l [1]. The
actual concentrations in Denmark will be examined later in the report. First, a chapter on
the background of magnesium in drinking water will justify why the hypothesis stated in the
introduction is interesting to study.

2.1.1 Magnesium in the ground

The amount of magnesium that naturally exists in the ground water depends on the type of
aquifer from which the water has been abstracted. The aquifer is the layer of the ground in
which ground water is found. In an article by Kirstine Wodschow et al. [2] it is shown how
the relation between the type of aquifer and the level of magnesium in drinking water samples
is significant. This is shown in Denmark using the same data set as will later be used in this
study. It is furthermore shown that there exists clusters in Denmark in which the concentration
of magnesium is significantly higher (or lower) than in the rest of the country. The cluster with
low concentrations is found in the central Jutland and the cluster with high levels are found on
Sjælland and Lolland-Falster.

2.1.2 Recommended intake

In order to understand the possible impact of magnesium through drinking water it is necessary
to understand how much magnesium humans are supposed to get every day. A small review
of some international recommendations for magnesium intake will briefly be given. In general,
recommendations are estimated using different terms to reflect the method used. Below, some
of the common values are listed:

• Estimated Average Requirement (EAR): The EAR is the estimation of the nutrient value
that meets the requirements in 50% of the individuals. The requirements are defined by a
specified indicator.

• The Recommended Dietary Allowance (RDA): The intake level that meets the require-
ments in almost all individuals and it is estimated from the EAR.

• Adequate Intake (AI): An estimate of the average intake in a healthy group of the popu-
lation.
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The Estimated Average Requirement (EAR) is by The United States Department of Agriculture
estimated to be 350 mg/day for men and 265 mg/day for women over 50. It is slightly lower
for younger individuals. The Recommended Dietary Allowance (RDA) is estimated to be 400
mg/day for men and 310 mg/day for women [3].

The European Food Safety Agency estimated an Adequate Intake (AI) to be 350 mg/day for
men and 300 mg/day for women [4].

The estimates are somewhat similar and it can be concluded that according to international
recommendations a daily intake of more than 400 mg for men and 300 mg for women should be
sufficient.

2.1.3 Actual Intake

The summarised results of studies examining the actual intake through the diet in different
countries are listed in Table 2.1.

Country Magnesium intake (mg/day)

USA
Men mean: 268, total range: 50.3-1,138

Women
Low group, mean: 255
High group, mean: 433

Canada
Men mean±SD: 402±169
Women mean±SD: 307±123

France
Men mean±SD: 377±114
Women mean±SD: 284±99

Spain All mean: 366

Sweden All mean: 330

Table 2.1: Table showing reported daily intakes of magnesium from food in different countries. In Sweden and
Spain market basket analysis was conducted, in the other countries a cohort was followed and their diet analysed.
Sources: [5, 6, 7, 8, 9, 10]

The studies from USA, Canada and France are based on the actual food consumption of a small
study population. For the American study on women, the population was split into five equally
sized groups based on their magnesium consumption. The mean of the groups with the lowest
and highest intake are reported in the table. For the Spanish and Swedish study, market basket
analysis was done and an average intake based on a regular diet was calculated. In those studies,
no distinction between men and women was made.

If the values in Table 2.1 are seen in relation to the mentioned recommendations, it indicates
that part of the population probably gets close to a sufficient amount of magnesium through
their diet. The average in Canada is very close to the recommended intakes and in France
they are only slightly lower. In Spain and Sweden the analysis shows a mean that also seems
reasonable since it is the mean calculated for both men and women. In USA men seems to
get too little magnesium on average and for the female population the lowest percentiles gets
too little whereas the highest gets more than enough. For all the studies showing reasonable
means it should be noted that the large standard deviations indicate that a large subgroup of
the population gets much less than the recommendations. Unfortunately, similar estimates of
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the Danish population could not be found.

2.1.4 Magnesium deficiency - consequences

The consequence of magnesium deficiency is manifold and includes hypertension, cardiac ar-
rhythmias and ischemic heart disease. Magnesium is a vital part of the body’s system as it
is a cofactor for more than 300 enzymes, in particular it is involved in the metabolism for
the synthesis of lipids, carbohydrates, nucleic acids and proteins. It is also vital in some or-
gans, for example the cardiovascular system. Furthermore, it is present in the bone structure
[4, 11, 12, 13].

2.1.5 Magnesium through drinking water

As mentioned in the beginning of this chapter, magnesium is a common element in ground water.
For surface water the concentrations are often lower, WHO has estimated the mean concentra-
tion of surface water to be half the mean concentration of ground water [1]. In Denmark almost
all tap water originates from ground water [14]. Consequently, part of most peoples daily intake
of magnesium comes through drinking water. One study suggest a daily intake through drinking
water to be 12± 9.8% of the total intake [15]. Of course this is dependent on the concentrations
of magnesium in the local water and the amount of water consumed.

The bioavailability of an element refers to how well the body absorbs the element. The ion
structure that the magnesium appears as in water (dissolved) is suggested to be more easily
absorbed than magnesium from food [16, 17]. This could potentially make drinking water an
even more important source of magnesium.

One study also shows that the magnesium in drinking water is absorbed significantly better
when consumed with a meal [18].

The amount of tap water consumed is also likely to be related to the amount of bottled water
consumed. Thus, if a population consumes much bottled water it might consume less tap water.
In Denmark the amount of bottled water is relatively low compared to other European countries.
Only the Scandinavian neighbours surpass Denmark on low consumption of bottled water. It is
estimated that the consumption of bottled water over the past years has been around 20 l per
person per year, which is equivalent to around 50 ml per day. However, the consumption of soft
beverages in general (e.g. soft drinks, bottled water and juices) is estimated to be around 450
ml per day [19, 20].

When cooking food in water, the food loses part of its magnesium content. The loss of mag-
nesium from food has an inverse relationship with the concentration of magnesium in the water.
The higher the magnesium concentration of the water, the less magnesium is lost from the food
[21].

Furthermore, it should be noted that the magnesium in the water used for brewing tea and
coffee is barely affected by the boiling process [17].

2.2 Relevant studies and literature

Drinking water and its impact on public health has been studied for more than half a century
in epidemiological studies [22]. Many studies from all over the world have focused on different
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chemical elements of the water. Of interest for this project is of course mostly the studies ex-
amining magnesium or more generally the water hardness. Some of the more recent studies will
be described in the following part and summarised in Table 2.2. It should be noted that no
study related to the hypothesis from the introduction has been carried out in Denmark prior to
this project.

Three Swedish case-control studies showed a significant protective effect of particularly mag-
nesium in drinking water. The first study dates back to 1991 and estimates a correlation
coefficient between the risk of different cardiovascular diseases and the amount of magnesium in
drinking water. The coefficient is proven to be significantly negative for ischemic heart disease
(IHD) but not for cerebrovascular disease including stroke [23]. Thus, the risk of IHD is reduced
as the magnesium concentration is increased. The two following Swedish studies are part of the
same study. One showing a significant effect of magnesium in men the other in women. The
effect is greater in men than in women with odds ratios between highest and lowest exposure
group of 0.65 and 0.70 respectively [24, 25].

In one Swedish case-control study there was, however, not found a significant relationship. In
this study the actual consumption of drinking water per individual was assessed, and the highest
consumption of magnesium from drinking water was registered as less than 4 mg/day, which is
very low compared to the recommended intakes [26].

A Spanish study showed a significant relation between hypertension and magnesium in drinking
water with an odds ratio of 3.61 between the least exposed and the most exposed. They also
showed a significant relation between magnesium and cardiocvascular death (CD)[27].

A Taiwan case-control study showed a significant protective effect of high magnesium concen-
trations on cerebrovascular disease [28].

One cohort study from the Netherlands with a ten-year follow-up (1986-1996) showed almost
no significant relationship between the magnesium in drinking water and various cardiovascular
diseases. In this study they took multiple cofactors into account through a survey in the begin-
ning of the study period. The highest exposed group is exposed to between 8.5 and 26.2 mg/l
with an average around 10 mg/l [29].

A Finnish case-control study also showed a significantly higher relative risk of acute myocar-
dial infarction (AMI) in individuals exposed to low magnesium concentrations, defining low as
less than 1.2 mg/l. However, many results in the study were not significant e.g. the difference
between the mean concentrations of cases versus controls. It should also be noted that the study
only included 58 matched cases and controls [30].

Three ecological studies have also been assessed in conjunctions with this project. An English, a
French and a Japanese study. The English and Japanese studies found no significant protective
effects of magnesium [31, 32]. The French study found a slight protective effect on both IHD
and cerebrovascular disease [33].

More detailed information on how the studies were carried out and their most interesting results
can be found in table 2.2.
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2.3 Water Softening

The hardness of water is calculated from the total amount of dissolved calcium and magnesium
content and it is measured in degrees of hardness. The hardness concerns the total amount of
the two elements and does not tell anything about the balance of them. The process of softening
water involves removing these two ions from the water. They could be removed completely, but
would often just be reduced.

In Denmark only a few waterworks are at the moment using water softening techniques with the
municipality of Brøndby as the first and only place it has yet been introduced. However, HO-
FOR (the water supply company of the Copenhagen area) has already planned the introduction
of water softening in many municipalities [34].

Water softening is good for many things in the household, such as a longer lifetime of many ma-
chines, less use of soap and less cleaning of calcium deposits in bathrooms. In 2011 a report from
COWI A/S requested by the Ministry of Environment and Food of Denmark was developed.
This report examined all the potential benefits and costs of water softening and concluded that
it would be a financial benefit to reduce the water hardness centrally at the waterworks.

Many techniques for reducing the hardness of water exists and they all have different costs and
consequences. However, common to all of them is that they remove a large part of the magnesium
content. Because of this, the results of the present study can contribute to the discussion of
potential consequences of reducing water hardness. In the COWI-report the potential risk of
increasing cardiovascular deaths when removing magnesium from the water is acknowledged but
not taken into account in the calculations [35].

11



Chapter 3

Data

In this chapter the data available for the project will be described. This includes how it was
collected and which attributes it contains.

3.1 Data collection

The data used throughout this project originates from two different sources. One data set is cre-
ated on basis of data extracted from the geological survey of Denmark and Greenlands (GEUS)
database called Jupiter. In this database, information concerning the entire Danish water supply
is stored along with detailed information on every water sample analysed (extractions contain
samples back to 1980). The data from this source is publicly available and was extracted by
GEUS in July 2017 by the request of Kirstine Wodschow.

The second part of the data used in this project is extracted from Danish health and health
related registers at Statistics Denmark. Due to security the data is accessed through their servers.

The two data sources can be linked through two extra sources of information. This includes in-
formation on the geographical shape of all water supply areas and information about which area
each waterworks supplies. This information was established during a study of the Danish drink-
ing water by Jörg Schullehner in 2014 [36] and has been slightly modified by Kirstine Wodschow
recently. The second extra source is the geographical coordinates of all Danish addresses. This
data was extracted from Styrelsen for Dataforsyning og Effektivisering - Adresse Web Services
(AWS) [37] on the 16th of May 2018 by Kirstine Wodschow.

An overview of exactly which data was accessible from the two main sources will now be given.
The two extra sources of information, the geographical shapes of all WSAs and the coordinates
of addresses, are not described in details.

3.2 Raw data description

3.2.1 Data from GEUS

The data from GEUS is data on water samples measuring magnesium concentrations and data
on water abstraction for each waterworks.
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Attributes of magnesium samples:

Sample ID: A unique ID to identify each sample.
WSA ID: A unique ID identifying a water supply area.
X centroid: X-coordinate in UTM format locating the center of the WSA.
Y centroid: Y-coordinate in UTM format locating the center of the WSA.
Waterworks ID: An ID that uniquely identifies each waterworks.
Amount: The concentration of magnesium measured.
Date: The date at which the concentration of magnesium was measured.

Attributes of the abstraction data:

Waterworks ID: An ID that uniquely identifies each waterworks.
Abstraction: The amount of water that was abstracted in cubic meters.
Year: The year in which the abstraction was made.

3.2.2 Data from registers

The data available for this project on the servers of Statistics Denmark comes from the Danish
registers and the extraction of data was made as part of a larger project. It should be noted
that only part of the attributes that exists in each register was made available for the project
and only those available and relevant will be described in the following.

The Danish Civil Registration System
The Danish Civil Registration System (CRS) contains personal information about each indi-
vidual in Denmark. It includes individuals immigrating to Denmark. It is structured in such a
way that each year a new data set is created containing the current information of each person.
This means that the information in the register is the information valid on the first of January
the given year [38]. The register contains information about the address of the individual, the
birthday, the family relations and the cohabitation status [39].

Attributes of the CRS data set:

PNR: Encrypted CPR-number.
Opgikom/bobikom: Encrypted address information.
Kom: Municipality code.
DateOfBirth: The date of birth.
Gender: 1 for male, 2 for female.
Age: The age at the end of previous year.
Familyid : Identification of the family that the individual belongs to.
Familytype : The type of family. Defined by 1 for married couples, 2 for registered partners, 3
or 4 for couples living together and 5 for individuals living alone. This is also referred to as the
cohabitation status [40].
Year: Attribute created when all data sets were merged to identify in which year the informa-
tion was collected.

Cause of Death
Death can have many different causes and in Denmark all deaths are registered by medical staff
in The Danish Register of Causes of Death. All deaths are overall divided into five main cat-
egories, namely Natural, Accident, Violence, Suicide and Uncertain. Furthermore, an underlying
cause and (up to several) contributory causes are specified using the International Classification
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of Diseases (ICD) codes [41].

The ICD codes are a way to identify diseases and causes of death and it divides the causes into
many categories with again many subcategories. Since 1994 the ICD-10 system has been in use,
prior to that the ICD-8 system was in use in Denmark. The study period of the present study
begins in 2005, and therefore only the ICD-10 system is described here.

All causes and diseases related to the circulatory system are registered with an ’I’ and then
a number between 00 and 99. Certain ranges of the numbers are then dedicated to some
subcategory of diseases related to the circulatory system. This involves the following:

I05-I09: Chronic rheumatic heart disease

I10-I15: Hypertensive diseases

I20-I25: Ischaemic heart diseases (IHD)

I21: Acute myocardial infarction (AMI)

I26-I28: Pulmonary heart diseases

I50: Heart failure

I60-I69: Cerebrovascular diseases

I60,I61,I63,I64: Stroke

I70-I79: Diseases of arteries, arterioles and capillaries

These will also be inspected further in the Analysis and Results chapter.

Attributes of the Cause of Death data set:

PNR: Encrypted CPR-number
Ddate : The estimated date of death.
Type: The overall type of death. Natural, accident, suicide, violence or uncertain.
Underlying cause: The main cause of death. Described by an ICD code.

The register on income
The registers on personal income and transfer payments are complex and contains information
from a wide range of sources and more than 160 different variables [42]. All this information
has by Statistics Denmark been combined with the family information in order to calculate a
family equivalent income based on the following formula [43]:

Familyincome =
incomedisposable

0.5 + 0.5 ·NPersons over 14 + 0.3 ·NPersons under 15
(3.1)

In equation 3.1 the disposable income is calculated based on the income of all family members
and adjusted for taxes, rents and interest expenses among many other things.

Attributes of the family income data set:

Familyid : Identification of family.
Familyincome : The family income calculated by equation 3.1.
Year: The year of the income.

The family income is calculated by the end of the year and therefore it is match with the entries
in CRS for the following year.
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Chapter 4

Methods

In this chapter the approach and methods used in the project will be described. The first part
is a description of the different methods used on the magnesium data in order to make it usable
for further analysis. The second part will describe the overall design of the study. The third
part will explain the statistical methods used in the final analysis of the link between magnesium
and mortality.

4.1 Methods for the magnesium data

The magnesium data set is sparse in the sense that not all waterworks have samples measuring
the magnesium concentration for every year. Therefore, an estimation of the concentration
in the missing years was of absolute necessity before the data could be used. Three different
methods were considered and they will be described here. Their performance will be evaluated
in the next chapter.

4.1.1 K Nearest Neighbours

The K Nearest Neighbours (KNN) algorithm finds the neighbours of a data point and uses them
to estimate a value for that point. Thus, in this case, it can be used to estimate missing data
for the years in which no concentrations were measured. The algorithm needs the input on how
distance is measured, how it is weighted and how many neighbours to take into account. In this
project the distance is simply defined as the time between measurements and only measurements
taken at one waterworks is used to estimate the missing years for that specific waterworks. The
number of neighbours, K, and the best suited weighting scheme are estimated using an 8-fold
cross validation described in the analysis section. The different distance weighting metrics eval-
uated in the analysis are the following:

Inverse distance weighting:
For the inverse distance weighting (IDW) the weight of each observation is related to the distance
as follows:

w(di) =
1

di

where di is the distance to point i and w(di) is the weight used to calculate the estimate. The
distance is measured in years.

One issue with this weighting scheme is that as the distance goes towards zero the weight goes
towards infinity. However, since the distance is measured in years they are discrete and will
be either 0, 1, 2... and so on. If the distance is 0 the weight is forced to be 2 (thus not using
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the formula, as division by zero is impossible). This is a choice based on the idea that giving a
distance of zero twice the weight of a distance of one was appropriate. A distance of zero occurs
when the concentration in a year, in which a measurement was made, is estimated.

Inverse distance weighting squared:
A similar weighting scheme to the IDW, but the weight is squared. This gives a steeper downward
curve to describe the weight. The curves can be seen in Figure 4.1. The formula is:

w(di) =

(
1

di

)2

where all symbols mean the same as above.

Tricube Kernel:
The Tricube kernel is used as a weighting scheme with the following formula:

w(ui) = (1− u3i )3

where u = di
dmax

and dmax = 37 years, so that 0 6 ui 6 1. w/ui) is the weight used to calculated
the estimate.

This method of weighting lets the importance of measurements be only slowly reduced as the
distance increases.

Triweight Kernel:
The Triweight kernel is similar to the tricube but lets the importance of distances decrease a
little faster. The formula is as follows:

w(ui) = (1− u2i )3

where all symbols mean the same as above.

Triangle Kernel:
The Triangle kernel is very simple and impose a linear relationship between the distance and its
weight:

w(ui) = 1− ui

where again, all symbols mean the same as above.

To illustrate the differences between the weighting schemes, they are all shown in Figure 4.1.
Here the relationship between the weight of a data point is shown as a function of its distance
to the point being estimated. All distances are measured in years.
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Figure 4.1: An illustration of how distances are converted to weights using the five different methods.

To illustrate how the KNN works on the data set, a plot of actual measurements and estimates
is shown in Figure 4.2. Here the inverse distance weighting and 4 neighbours are used.

Figure 4.2: Measurements along with estimates for plant with id 20059. The estimates are based on a KNN model
with K=4 and IDW.

4.1.2 Geographical interpolation

Instead of using earlier and later measurements to estimate a missing value, it is possible to use
the geographically surrounding area. In this way the measurements from the surrounding areas
taken in a given year are used to estimate the concentration in an area without a measurement
that year. As for the KNN, it is here also necessary to determine the amount of neighbours,
the distance metric and the weighting scheme. Since the distances in this case are geographical,
the euclidean distance from centre to centre is calculated (in meters). For various reasons none
of the above mentioned weighting schemes were fit for geographical interpolation and instead a
Gaussian kernel was used with a kernel width (kw) equal to the mean of all distances:

w(di) = e
−
√

di√
kw

where kw is the kernel width, di is the distance in meters and w(di) is the weight used in the
estimation.

In order to illustrate how this method would estimate concentrations, Figure 4.3 shows estimates
for the same waterworks as in Figure 4.2. Here it is evident that the surrounding areas have gen-
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erally lower concentrations and thus almost all estimates are lower than the actual measurements.

Figure 4.3: Measurements along with estimates for waterworks with id 20059. The estimates are based on a
geographical interpolation with 20 neighbours and Gaussian kernel weighting.

4.1.3 Linear interpolation

In linear interpolation, the so called linear interpolant is a straight line created between two
points. The linear interpolant is then used as the estimate of missing values. If the first or last
data point is not in 1980 or 2017 respectively, then linear extrapolation is used. This simple
technique is illustrated in Figure 4.4 again for the same waterworks.

Figure 4.4: Measurements along with estimates for plant with id 20059. The estimates are based on linear
interpolation and forward fill.

The evaluation of the methods is based on the negative mean absolute error, calculated as:

MAEneg = −
∑i=n

i=1 |xi − esti|
n

(4.1)

where xi is the actual measurement and esti is the estimate. n is the number of actual meas-
urements being estimated.

4.2 Study design

The study of the association between magnesium in drinking water and mortality is designed
as a cohort study, also called a follow-up study. A cohort study means that a group of people
are followed over a period of time. In this period it is observed whether the event of interest
occurs, whether they for some reason leave the study, how their exposure changes and how their
characteristics (potential confounders) change. Leaving the study is referred to as censoring.
Censoring happens if for example a person dies of another cause than the one of interest or if
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the person moves out of the country and can no longer be followed. If a person survives all the
way through the study period the person is said to be right censored. This study is retrospect-
ive which means that the study population is followed historically and thus the study period
ended before the beginning of the study. However, data are collected prospectively, as events
happen. This is possible because of the well documented registers that contain information
about each individual every year including information on death. The registers also make it
possible to include almost the whole population in the study population. In the present study
only individuals above 30 are included in the study population. Individuals younger than 30
years are not included since almost zero individuals suffers from a fatal event this young and in
particular from a cardiovascular disease. Furthermore, individuals are excluded due to missing
information about them. More detailed information on exclusion of individuals can be seen in
the next chapter in the data preprocessing section. In this study, a so called open or dynamic
cohort is used, which means that persons can enter the study after the study period has begun.
This could be because they turn 30 or because they move from another country to Denmark.

The study period ranges 10 years from 2005 to 2014. This was simply the amount of data
available at the time of this project. The possibility of calculating exposure in 2004 also exists,
but no information concerning mortality was available for this year.

To illustrate the design, Figure 4.5 was created where examples of how different situations are
handled are shown. The green bars illustrate the time in which the given person is in the study
and the red dot illustrates a fatal event of interest. All the hatched areas represent time in
which the individuals are not yet part of the study population, but information about them
exists and is used to calculate their exposure. Person 1 illustrates a person entering the study
by the beginning of the study period and surviving all the way through. This means he/she
must have been over 30 in 2005. Person 2 is a person who enters the study in 2005 but dies
from the event of interest during 2009. Person 3 is someone who enters the study in 2007 and
survives. This person might be entering in 2007 because it was at this time he/she turned 30
and thus was allowed in the study population. The year prior to his inclusion is hatched since
information from this time is used in the calculation of his exposure. Person n is a person who
is only part of the study for a few years. He/she might have moved to Denmark in 2007 and
left again in 2012. This means that this person is censored in 2013 and thus leaves the study
without the fatal event of interest. He/she might also have died from some other cause than the
one studied.
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Figure 4.5: Illustration of the study design. Green bars representing time in study and red dot representing fatal
event. The hatched areas represent time for calculating exposure and thus the individuals are not in the study
population during this period.

For everyone in the study population the concentration of magnesium in the drinking water
of the area of their residence is followed and an exposure is calculated for every year. The
magnesium exposure is calculated as the average of the past two years. Thus, if a person dies
mid-year 2008 then the concentrations from 2006 (12), 2007 (1) and 2008 (12) are used to calculate
a weighted average (weights in parenthesis).

The event of interest is for the main analysis death from cardiovascular diseases (CD), but some
sub-categories of CD will also be studied.

Furthermore, several potential confounders are followed for each individual through the study
period. A confounder is a central issue for all epidemiological studies and could simply be defined
as The confusion of effects [44]. This means that the effect of exposure is mixed with the other
effects from the counfounders, thus leading to a bias if not all confounders are taken into account.
The confounders chosen to be included are based on the three principles by Rothman [45]:

• A confounding factor must be an extraneous risk factor for the disease.

• A confounding factor must be associated with the exposure under the study in the source
population.

• A confounding factor must not be affected by the exposure or the disease. It cannot be
an intermediate step in the path between the exposure and the disease.

Moreover, the confounders considered for the study are inspired by confounders taken into con-
sideration by similar epidemiological studies around the world. These confounders are shown in
Table 2.2 in Chapter 2. All studies take age and gender into consideration and many of them
also include some form of socioeconomic status. Furthermore, living alone has been shown to
affect the risk of cardiovascular death [46] and is therefore also included as a confounder. As
stated above, a confounder must be linked to both exposure and outcome. It is plausible that all
these potential confounders are linked to both. The magnesium exposure from drinking water
is dependent on the geographical location of residence and since geographical variations exist in
these factors they can be linked to magnesium exposure as well as risk of CD.
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This relationship between exposure, outcome and confounders is illustrated in Figure 4.6. The
illustration is inspired by the causal diagrams or directed acyclic graphs also described by Roth-
man [45]. However, a full causal analysis was outside the scope of this project since it requires
substantial expert knowledge.

Figure 4.6: Model to illustrate that the confounders are related to both exposure and outcome. Unmeasured
potential confounder and effect modifier are added with hatched line to illustrate they are just proposals.

In the figure, the bold arrow between drinking water magnesium exposure and cardiovascular
death represents the link investigated in this study. The confounders, age, gender, family in-
come and living alone, are related to cardiovascular death since they all have an effect on the
risk of dying from CD. However, for them to be actual confounders they need to have an effect
on the drinking water exposure. They have this indirectly through the place of residence. An
unmeasured confounder is lifestyle which includes smoking and exercise habits. This confounder
is linked in a similar way to exposure and outcome as the other confounders. Unfortunately,
this information is not available in the study. In the figure, diet is written as a potential effect
modifier because you get magnesium from your diet as well as from your drinking water. If you
get plenty of magnesium through your diet then being exposed to high magnesium levels in your
drinking water is not likely to have the same effect as if you have a magnesium deprived diet.
However, diet is neither available in the study.

In general the motivation behind assessing effect modification is to understand whether the ex-
posure has a different effect in groups with different characteristics, e.g. men and women. If the
effect is the same across all groups then it is called homogeneous and otherwise heterogeneous.
Effect modification is somewhat similar to what is denoted an interaction. Interactions are used
when the aim is to investigate whether there is a joint effect of two or more characteristics on the
outcome. Interactions can be used to model effects that are not constant across the categories of
some other effect. For example the effect of being male versus female on the risk of dying from
CD might change with the age category. This can be handled by introducing an interaction
term between gender and age.

One adjustment not mentioned in Figure 4.6 is the adjustment for calendar year. This is relev-
ant since the risk of dying from CD has been reduced during the study period and if changes
in magnesium exposure also varies across the years it will be a necessary component in the
model. Furthermore, this parameter will open up the possibility of estimating a trend in the
relative risk of being exposed to low versus high magnesium levels. For example, magnesium in
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drinking water could prove to have an increasing or decreasing importance over the study period.

The specifications of the study are summarised below:

Specifications
Type: Retrospective open cohort
Study population: Danish population aged 30 or more
Study period: 2005-2014
Exposure: 2-year magnesium average
Event: Cardiovascular death
Confounders: Age, gender, living alone, income level + adjustment for calendar year.

Certain subcategories of CD are also investigated as the event of interest. This includes acute
myocardial infarction, stroke and ischemic heart disease.

Several sensitivity analysis are carried out which includes examining interactions and effect
modifications. They are examined through changes in the statistical model.

However, another way of handling them is also attempted. Here an effect modifier is handled
by doing an analysis only for the sub-population that is assumed to behave differently. In one
sensitivity analysis, the elderly population is assumed to be more affected by their magnesium
exposure and thus an analysis only including them is carried out.

4.3 Statistical methods

To analyse the association between exposure of magnesium from drinking water and mortality,
Poisson regression is used. In the following, the method will be introduced along with the
model used for analysis. The model is based on the main study design described above. Before
introducing Poisson regression, incidence rates in general and how they are used for descriptive
analysis will be described.

4.3.1 Incidence rates

In order to estimate the risk of a given event, it is common to use the incidence rate, IR. The
incidence rate describes the amount of events in a specific time period in a specific group of
people. This is typically the number of events per 100,000 person-years. In this study an event
is death from cardiovascular disease. This can for a descriptive analysis simply be calculated as:

IR =
d

RT
(4.2)

where d is the number of events and RT is the total sum of risk time in the group, often meas-
ured in person-years.

The incidence rate itself can be of great interest as it describes the risk, but the ratio between
different groups are often even more interesting. This describes the relative risk between two
groups - usually groups with different exposure levels. It is calculated as:

IRR =
IR2

IR1
(4.3)

where IR2 is the incidence rate in exposure group 2 and IR1 is the incidence rate in the unex-
posed group (or the reference group, e.g. lowest exposure group).
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Due to the nature of ratios, only the logarithm of IRR has an approximately normal distribution
where the variance can be estimated as:

s2ln(IRR) =
1

d1
+

1

d2
(4.4)

where d2 is the number of deaths (events) in exposure group 2 and d1 is the number of deaths
in the reference group.

Then a confidence interval of for example 95% can be estimated as:

exp(ln(IRR)± 1.96sln(IRR)) (4.5)

where sln(IRR) is the standard deviation.

4.3.2 Introduction of Poisson regression of incidence rates

The incidence rates described above can only be used for a simple descriptive analysis. If the
adjustment for confounders is needed, then a more advanced method is necessary. This could be
the Poisson regression method. Here the incidence rates are estimated by the expected number
of deaths divided by the number of person-years (risk time) in the study as follows:

IRi =
E[di|xi]
RTi

⇔ (4.6)

lnE[di|xi] = lnRTi + ln IRi ⇒ (4.7)

lnE[di|xi] = lnRTi + α+ exposurei (4.8)

where RTi is the number of person-years in exposure group i and is referred to as the offset and
xi is an indicator of the exposure group. IRi is the incidence rate of exposure group i and it is
approximated by the two parameters α and exposurei. α is the intercept related to the incidence
rate of the reference group and exposurei are parameters related to each exposure group. For
example if 5 exposure groups exists then i = 1, 2, 3, 4, 5 and four exposure parameters are
estimated along with the intercept. This model is the simplest possible and is not yet adjusted
for confounders. It would in fact yield the same results as the descriptive analysis described
above [47].

4.3.3 Multiple Poisson regression

Multiple (multivariable) Poisson regression is an extension of the simple (univariable) Poisson
regression introduced above. Multiple refers to the fact that the expected number of events
are based on multiple parameters, thus adjusting the incidence rates for differences in many
parameters. The estimated parameters are related to the exposure as in the previous section,
but also to all the confounders included in the study.

All variables in the present study are categorised which makes it possible to do the analysis
based on aggregated data. This means that the data set is grouped so that all persons with the
same characteristics and belonging to the same exposure group are turned into one single line
in the data set. This line also has information about the amount of person-years related to it
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and the amount of deaths. The aggregation of data makes the computation time much faster [48].

Each such line represents a certain stratum within a certain exposure group. A stratum is
defined by a specific combination of characteristics. For example one stratum could be men
aged 50-55, living alone with a high income in year 2010. This subgroup of the population will
exist within each exposure group. In the aggregated data set it is determined how many people
from this stratum died within each exposure group. This is done for all possible combinations of
confounders and calendar years. Poisson regression then estimates the number of deaths related
to each line by estimating a range of parameters and using the risk time associated with each line.

For the statistical analysis one main model is used. This model is based on the study design
described earlier and looks as follows:

ln E[dijklmn|Xijklmn] = lnRTijklmn + α+ exposurei + agej + genderk+

cohabitationl + incomem + calender yearn
(4.9)

where dijklmn is the number of deaths, RTijklmn is the number of person-years and Xijklmn is the
vector of variables within the jth age category, the kth gender, the lth cohabitation status, the
mth income group and the nth calender year as well as the ith exposure group. α is the intercept
related to the incidence rate of the reference group of each variable. All the other elements in
equation 4.9 are parameters related to the variables. For each variable the number of parameters
estimated is the amount of categories minus 1, since one arbitrarily chosen category will be the
reference.

In total, this model has 32 unknown parameters that need to be estimated. The estimation is
done using the software SAS9.4 and the procedure proc genmod. An example of how the proc
genmod is used can be found in appendix A. This procedure uses maximum likelihood estimation
to estimate all the unknown parameters. When estimating parameters 95% confidence intervals
are also estimated. Furthermore, it reports the p-value of a likelihood ratio test of a model with
and without each parameter [49]. The p-value is the probability of observing the likelihood ratio
given the null hypothesis is true, where the null hypothesis is that the simplest model is the best
fit.

As mentioned earlier, the incidence rate ratios (IRR) are often of great interest. Below is shown
an example of how the IRR between exposure group 1 and 4 is calculated:

IRR1vs.4 =
IR1

IR4
(4.10)

=
exp (exposure1 + agej + genderk + cohabitationl + incomem + calender yearn)

exp (exposure4 + agej + genderk + cohabitationl + incomem + calender yearn)
(4.11)

= exp (exposure1 + agej + ...+ calender yearn − (exposure4 + agej + ...+ calendar yearn))
(4.12)

= exp (exposure1 − exposure4) (4.13)
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where exposure1 and exposure4 are the maximum likelihood parameter estimates related to
exposure groups 1 and 4 respectively.

Sensitivity analysis

In the sensitivity analysis interactions and effect modifiers will be added to the analysis. This
means that an extra part will be added to equation 4.9. One interaction examined is an inter-
action between age category and gender, this would lead to the following part being added:

age genderjk (4.14)

which is a parameter that would be estimated for each possible combination of age categor-
ies and genders. However, one category of each variable would be chosen as the reference. If
13 age categories exists and two genders, then 12 extra parameters would be estimated. Noth-
ing would be changed in equation 4.9, the individual effect of age and gender would still be there.

For the models including effect modifiers, a part added to equation 4.9 could look as follows:

exposure ageij (4.15)

which is also an estimated parameter associated with both exposure group and age category.
Assuming five exposure groups and 13 age categories, this effect modifier would lead to an
estimation of 48 extra parameters.
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Chapter 5

Analysis and results

5.1 Data preprocessing

In order to work with the data and in the end make the statistical analysis of the association
between magnesium in drinking water and mortality, much preprocessing had to be done to the
various data sets (see Chapter 3 for details on data sets). To illustrate the process, Figure 5.1
has been created. The six squares at the top of the figure represent the raw data sets. Squares
further down the tree represent processed data sets that are central to the project. The first one
is the one containing estimates of magnesium concentrations. This data set demanded many
considerations and analysis on its own and is therefore represented in the figure. The last data
set at the bottom of the tree is the final data set that was used in the statistical analysis. The
interval of years written below the title of each data set indicates the time period in which data
is available for that specific data set. All steps marked as circles on the figure are actions done
to the data sets and they will shortly be elaborated upon. The n on the figure refers to the
number of observations in a data set, and thus it can be seen how the observations are reduced
(or increased) during the preprocessing. The red box is a disquisition of observations lost due
to matching of the register data to the magnesium estimates through the addresses.

First, the right side of the figure will be explained, thus beginning with the magnesium data
sets. The data set containing concentrations of magnesium measured from water samples had
62,941 observations. Each sample was linked to a waterworks and each waterworks was then
attempted to be linked to a water supply area. This was possible for almost all samples except
for 128. These were excluded. The samples were then grouped by the year in which they were
taken. This reduced the data set to 56,131 observations. For the years in which more than one
sample were taken, the average of the concentrations was kept. In total, 35% of the reduction
was due to samples taken on the exact same day as another sample. This data set was then
used in the step called KNN, where estimates of concentrations were made. A description of
this step will be given later in the chapter. The estimates were made for all waterworks with at
least one sample and for all years from 1980-2017. It resulted in a total of 148,504 estimates.

The data set called waterworks abstraction dated far back in time and therefore not all regis-
trations were relevant for this study. The amount of relevant registrations were further reduced
by waterworks without magnesium estimates or with negative registrations. These were all ex-
cluded in the step called data cleaning. The data set was left with 103,734 relevant registrations
of abstraction which should be compared to the 148,504 magnesium estimates. This means that
not all waterworks had a registered abstraction for all years. It could be due to the fact that
some of the waterworks have not been active during the whole period. Some waterworks were
connected to more than one WSA and for those it was impossible to know how much water they
delivered to each area. Therefore the abstraction was simply divided by the amount of WSAs
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that the waterworks was supplying, thus assuming an equal amount was delivered to all areas.
This is possibly not always the case but with no further information available, it was the most
valid assumption. For more information about the connection between waterworks and WSAs
see Table 5.2 and Table 5.1. This correction of abstraction levels was also contained in the data
cleaning step.

The magnesium estimates for each waterworks and the abstraction data were then merged and
grouped by WSA. The estimates of the waterworks were thus transformed into estimates for
each area. For WSAs connected to more than one waterworks this was done by weighting the
estimates for a given year by the abstractions registered for that year. For example, if an area
had 90% of the water delivered from one waterworks and 10% from another, then the estimated
concentrations for the two waterworks would be used to calculate a weighted estimate for the
WSA, weighting the estimates 90% and 10% respectively. In case no registrations were made
for one of the waterworks, it was assumed that it did not deliver any water that year. However,
for years where none of the waterworks connected to a WSA had any registrations of abstrac-
tion a simple average of the relevant magnesium estimates was used. This was done with the
assumption that the area must have had water delivered and that some registration error had
most likely occurred. This was the case for all estimates of 2017 since the 2017 abstraction
data was not available. It was also the case for many estimates before 1990. The registration
process seems to have been sparse at that time. The merging of the magnesium estimates and
the abstraction registrations resulted in a data set with estimates for all water supply areas
based on the waterworks connected to it. In total 97,556 estimates were calculated and ready
to be used in the further analysis. The amount of estimates is reduced because the original
waterworks estimates were grouped by WSA.
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Figure 5.1: Overview over the data management process. Squares symbolise data sets and circles symbolise actions.
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As can be seen in Figure 5.1, the data set with estimates of magnesium concentrations had to
be linked to four other data sets. These data sets include the family income, population data
(CRS) and cause of death - all originating from Danish registers. These were accompanied by
a data set containing the geographical location of all current addresses. It was then determined
in which WSA the coordinates of each address were located. This was done in the step called
Connected to WSA and in total less than a 100,000 addresses could not be matched to any WSA.
This was simply due to the fact that their coordinates were not inside any of the water supply
areas. Kirstine Wodschow used a geographical information system (QGIS version 2.18.14) to do
the geographical matching [2].

Before merging the register data with the magnesium data, all individuals aged less than 28 and
individuals with no address were removed from the data set. Only very few observations did not
have an address. They were excluded in such a way that all individuals who had at least one
year with no address were completely removed from the data. This was done because it would
not be possible to calculate their exposure correctly. The reason for keeping persons aged 28
and 29 is to be able to calculate the two-year average exposure.

When merging all these data set into one final data set many observations from the register
data did not have a match in the address data set and therefore no connection to any WSA.
This was the case for more than half a million of the observations and in particular this was
an issue for observations before 2007. In 2007 many of the municipality codes changed due to
the structural reform. As mentioned earlier, some addresses were not linked to any WSA and
this resulted in around 350,000 observations not being linked to a WSA. For some observations
the case was, that they were linked to a WSA with no concentration. This would be the case
for people living in the few areas with no measurement and therefore no estimates. More than
half a million were excluded due to the fact that they were supplied by their own well and even
though the concentration might be similar to that of the surrounding area it was deemed too
uncertain.

For all individuals left in the data set the exposure was calculated. This was done as an av-
erage of the past two years. A slightly simpler average was used for people dying during 2005
where only the concentrations from 2004 and 2005 were used, making it less than a two-year
average. This was done so that observations from 2005 could be used and thus keeping the
study period ten years long. For people having left Denmark and moved back they were only
included two years after they had reentered so that an appropriate exposure could be calculated.
After the calculations, observations of people aged 28 or 29, observations from 2004 and obser-
vations where calculations could not be completed (due to reentering the country) were removed
from the data set. Furthermore observations where no family income was present were excluded.

This left a data set of around 34.3 million observations corresponding to a study population of
4,143,662 unique individuals. This yields an average time in the study of 8.3 years.

The only extra thing that had to be done to make the data set ready for analysis was categor-
ising the data. The exposure was divided into five categories of equal size yielding the following
exposure groups:

Group 1: Exposed to 6.65 mg/l or less.
Group 2: Exposed to more than 6.65 and up to 10.3 mg/l.
Group 3: Exposed to more than 10.3 and up to 14.6 mg/l.
Group 4: Exposed to more than 14.6 and up to 21.9 mg/l.
Group 5: Exposed to more than 21.9 mg/l with the maximum being 53.6 mg/l.
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The family income was likewise divided into five categories of equal size. This was done by
taking the inflation of income and the difference between retired individuals and none retired
ones into account.

The age was divided into 13 categories with five-year intervals and the last category being 90+.

The attribute specifying whether the individual is living alone or not was based on the attribute
Familytype from the CRS. If this attribute was 5 they were said to be living alone and otherwise
they were marked as not living alone.

5.2 Descriptive analysis of the Magnesium data

In order to work with the magnesium data set it is first important to understand what it contains
and where issues might arise. In this section a descriptive analysis of the data set will be carried
out. This will lead to the proposed methods for estimating missing magnesium concentrations.

As mentioned in Chapter 3, the magnesium data set contains measurements of magnesium levels
and each measurement is related to a waterworks. In total, the data set contains 3,684 different
waterworks. Each is related to a water supply area (WSA) and in total the data set has 2,537
unique WSAs. It appears clearly that often many waterworks must be related to the same area.
However, it is also the case that one waterworks is sometimes the supplier of more than one area.
To illustrate how common these two types of double supply are, the number of occurrences are
listed in tables 5.1 and 5.2.

Waterworks connected Number of WSAs

1 1901
2 331
3 158
4 64
5 33
6 16
7 13
8 10
9 3
10 1

11-22 9

Table 5.1: Table of how many WSAs have a certain number of waterworks connected.

Connected to (WSAs) Number of waterworks

1 3619
2 25
3 14
4 9
5 4
6 4

7-19 10

Table 5.2: Table showing how many waterworks are connected to a certain number of WSAs
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These types of double connection are important when the concentration in each WSA is calcu-
lated based on estimates from the waterworks as described in the previous section.

In Figure 5.2, is a box plot of all measured concentrations of magnesium in mg/l. It can be seen
that the Danish drinking water on average contains around 9.8 mg/l, but it ranges from 0.005
to more than 50 mg/l with extreme values up to 90 mg/l. Half of all measurements are actually
contained within a quite narrow range between 6 and 16 mg/l. In the higher concentrations
many outliers are present and they are here defined as being more than 1.5 times the inter
quartile range from the 3rd quartile.

Figure 5.2: Box plot of all measured magnesium concentrations in mg/l.

In total there exists more than 60,000 measurements made between 1980 and 2017. The amount
of measurements are at some waterworks only a single one whereas others have measurements
from all years. All waterworks with at least one measurement are used in the further analysis.
However, some waterworks have never measured the magnesium concentration and the mag-
nesium level in the water delivered by them are thus classified as unknown. In order to examine
how much water with unknown magnesium levels that was delivered to the consumers, the total
abstraction of all waterworks is illustrated in Figure 5.3. In this figure the yellow bars represent
abstraction from all waterworks and the green bars illustrate how much of the total abstraction
we have information about. By information is meant at least one magnesium concentration
measurement between 1980 and 2017. As seen in the figure quite a bit of the water is actually
water with no information and thus also water that is not part of the further analysis. The
black lines represent the official water abstraction numbers found at Statistics Denmark’s web
page [14]. They are added to confirm the correctness of the abstraction data set and as can be
seen in the figure, the registrations are similar to the data. The only exceptions are in 2015 and
2016 were Statistics Denmark has slightly higher registrations, this could be due to some delay
in the data available to the present study.

31



Figure 5.3: Bar plot showing the amount of water abstraction used for the analysis compared to the total amount
registered each year. Black lines represent the abstraction officially registered at Statistics Denmark

Over the past 30 years the water abstraction has decreased and this downward trend is simply
due to consumers using less water. The low registrations of abstraction in the 80ties are, however,
due to unreliability of the registrations. At Statistics Denmark only abstractions back to 1989
are recorded [14].

5.3 Estimation of magnesium levels

In order to use the information about magnesium levels in different areas it is necessary to have
an estimate of the level each year. In some areas many years might pass between measurements
and estimating what the concentration was in these years can be done in many ways. No matter
how the estimation is done it should be noted that long periods with no measurements does
invoke some uncertainty regarding the estimated concentration used for the analysis. To assess
the problems and how many areas were affected by them, Figure 5.4 was created.

Figure 5.4: Map of problematic WSAs.
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On the figure, areas that are supplied by one or more waterworks are marked in yellow, areas
with no data since 2000 are marked in red and areas with very high variation are marked in
green. That an area is supplied by more than one waterworks is problematic since it can be
difficult to know which waterworks each household gets water from. The areas with no recent
data will still be estimated but it should be noted that the estimates will have a high uncertainty.
The areas with high variations defined as a standard deviation of more than 4 mg/l are also
problematic since the reason for the variation is unknown. Almost all of them also have more
than one waterworks connected and the variation could simply stem from that fact. However,
it could also be due to a sudden change in concentration, which is difficult to handle.

All of this made it clear that concentrations had to be estimated for each waterworks and then
later aggregated to WSA level. In order to figure out the best way to do the estimations, three
methods were taken into account. In the following their performance will be described.

5.3.1 Linear Interpolation

First of all, the method of simple linear interpolation has the issue of using the measurement
made in one year as the exact value valid for that whole year. This is of concern since a meas-
urement made on a specific date could be unusually high or low compared to measurements
made before and after. Assuming that such a measurement was the true value for the entire
year seemed like too strong an assumption. Instead it was decided to use a way of estimating
the true concentration based on several measurements. Therefore, the method of linear inter-
polation was not used for the final analysis.

5.3.2 Geographical interpolation

A second method using geographical interpolation was attempted. This method uses the neigh-
bouring areas to determine the concentration of magnesium. Since magnesium is found in the
aquifer and is related to geography, the concentrations of neighbouring areas would be expected
to be similar. For testing this, leave-one-out cross validation with the euclidean distance metric,
the gaussian kernel weighting and 20 neighbours was used. This method gave a negative mean
absolute error of -4.719 mg/l calculated using equation 4.1. Moreover, 15,796 data points could
not be estimated because they were related to areas where none of the 20 closest neighbours had
any measurements. It seems as if many data points could not be estimated, but it is probably
due to the fact that in the early years only very few areas had any measurements. It was also
experimented with changing parameters in the geographical interpolation but none of the ex-
periments seemed to yield results close to being as precise as the KNN method (results in next
section) and therefore only this one constellation is reported.

5.3.3 The KNN method

The third method uses the K-nearest-neighbour algorithm. In order to determine how well this
method performs a cross validation was carried out. The validation was made in two steps
where the first step included determining the best weighting scheme and the optimal number of
neighbours (K). This was done only using the waterworks with more than eight measurements
so that up to 6 neighbours could be tested at all waterworks. It was an 8-fold cross validation
with a test set of 10% and a training set of 90%. This means that for each waterworks 10% of
the data points were removed and placed in a test set. The rest of the data was then used to
estimate the data points in the test set. This was for each waterworks done 8 times, every time
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placing a different 10% in the test set.

The results can be seen in Figure 5.5 where the darker green colours indicates better test scores.
The test scores used for the heatmap are the mean of the negative mean absolute error.

Figure 5.5: Heatmap illustrating the average negative mean absolute error for different weighting schemes used on
K from 1 to 6.

From the figure it is clear that many combinations have similar errors and they might be equally
good to use. However, the combination with lowest error is the inverse distance weighting and
4 neighbours. Since this combination performs slightly better than the others, it is the one
used. In order to examine what happens when concentrations at all waterworks are estimated
(including the ones with 8 or fewer measurements) step 2 of the cross validation was carried out.
In this step a leave-one-out cross validation was made. Here each data point was estimated by
the use of the others. The only waterworks excluded in this cross validation were the ones with
only one measurement. For waterworks with less than five measurements only the maximum
possible number of neighbours was used. Hence, if a waterworks had three measurements only
two neighbours were used to estimate the third data point.

Using this approach the negative mean absolute error was -1.22 mg/l, which is slightly worse
than the error from the preliminary cross validation. However, this is to be expected since also
concentrations at waterworks with very few samples were estimated here.
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In Figure 5.6 a histogram of the cross validation errors are shown. This shows that almost all of
them are very small but a few are very large. One concentration is estimated to be more than
70 mg/l form the actual measurement.

Figure 5.6: Histogram of negative absolute errors from leave-one-out cross validation using the inverse distance
weighting and 4 neighbours where possible.

Note that the y-axis of the figure is on the log-scale making the large negative values visible.
All large errors was double checked manually in the Jupiter database and no apparent reason
for the difference could be found.

For the final data set of estimations this method was applied. It was applied on all years and
thus also years with samples were estimated using the four nearest neighbours. However, the
sample taken in that year was of course also used and with a distance of zero it was the closest
data point and therefore also attributed the highest weight.

5.3.4 The data set of estimations

The method used for the final data set is the KNN method. The method was as described used
on all waterworks with at least one measurement of magnesium. Also as described earlier all
waterworks deliver water to at least one water supply area. Since it is only possible to determine
in which WSA an address is located, the estimates of the waterworks needed to be transformed
into estimates of concentrations of each area. This was done as described in the data prepro-
cessing section.

This aggregation led to the final data set of estimates and in Figure 5.7 one example of how the
original measurements are turned into a final weighted estimate is shown.
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Figure 5.7: Area 5010 close to Copenhagen is connected to three waterworks. The estimations (in pink) made
from all the original measurements shown as green, brown and purple dots.

In Figure 5.7 the pink line is the estimate of concentrations in this specific area close to Copen-
hagen. These are the ones used in the further analysis. The estimate is based on all the other
dots coloured according to the waterworks at which they were taken.

In order to assess how all these estimates look geographically and time wise, several maps were
created. However, their similarity is striking and only one is shown here in Figure 5.8. The rest
can be found in appendix B. This map is based on estimates from 2015 and only areas marked
in grey has no estimated concentration. As seen on the map it is primarily in Jutland that areas
with very low concentrations exists.
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Figure 5.8: Map showing the estimated levels of magnesium in all WSAs (with data). Year 2015. Areas with no
data (and hence no estimation) are marked in grey. The lighter grey is the ocean. The white is areas where no
WSAs exists.

5.4 Descriptive analysis of the final data set

The final data set is created from the data set of estimations and all the register data and linked
via the addresses as described in the preprocessing section. Before carrying out the statistical
analysis using Poisson regression, a descriptive analysis of this final data set will be given.

In order to get a first look at the data set, all the attributes have been described in Table 5.3.
This includes the amount of cardiovascular deaths within each category of each attribute as well
as the amount of risk time that exists within the group. The simple unadjusted incidence rates
have also been calculated. The table gives an indication of the importance of each attribute,
however, one should be very careful when looking at the rates since the actual effect might not
be apparent as they are all unadjusted.
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Characteristics Ndeaths
Risk time

(in million years)

Incidence rate
per 100,000
person-years

Gender Men 67,346 1.6 411.6
Women 70,734 1.7 406.7

Age Category 30-34 190 3.7 5.2
35-39 379 3.7 10.3
40-44 782 3.9 20.2
45-49 1,379 3.8 36.6
50-54 2,402 3.5 68.9
55-59 3,653 3.4 68.9
60-64 6,412 3.4 190
65-69 8,991 2.8 319
70-74 12,712 2.1 616
75-79 18,684 1.5 1,214
80-84 25,960 1.1 2,360
85-89 28,527 0.65 4,420
90+ 28,009 0.32 8,860

Family income 1 40,937 6.7 612.0
2 35,338 6.7 525.5
3 29,372 6.7 435.3
4 20,092 6.7 296.3
5 12,341 6.8 181.1

Cohabitation Living alone 44,153 11 873.7
Not living alone 93,927 23 191.9

Year 2005 15,559 3.3 475.5
2006 15,241 3.3 459.5
2007 14,925 3.3 452.5
2008 14,398 3.3 429.8
2009 14,205 3.3 421.2
2010 13,842 3.3 407.6
2011 12,968 3.4 380.0
2012 12,926 3.4 377.0
2013 12,256 3.4 355.6
2014 11,760 3.4 339.5

Magnesium exposure ≤ 6.65 28,212 6.8 417.1
[mg/l] ]6.65,10.3] 27,559 6.8 407.3

]10.3,14.6] 27,254 6.7 404.0
]14.6,21.9] 28,355 6.7 420.1
> 21.9 26,700 6.7 396.7

Table 5.3: Table showing a list of all characteristics being part of the analysis along with the number of cardiovas-
cular deaths, the amount of risk time and the unadjusted incidence rate in each group.

From Table 5.3 it seems like the age category has an enormous effect along with the income
and cohabitation status. From the calendar year attribute it seems like there is a downward
trend towards lower incidence rates. The magnesium exposure groups seem to perhaps have a
slight effect. The gender, however, seems to have almost no impact and this is a place where
one should indeed be careful with the conclusions.
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5.4.1 The confounding effect of age on gender

Being careful with making any conclusions based on unadjusted incidence rates is important
and an example of how it can go wrong is described in this subsection.

The incidence rates per age category divided between men and women show an interesting
picture as seen in Figure 5.9. Here the power of the age category is still very apparent with
incidence rates close to zero for age groups below 45 and an almost exponential growth of the
risk. In Table 5.3, men and women seemed to have almost identical incidence rates, but from
this figure it is now visible that it is not really the case. It can be seen that in all age categories
men have much higher incidence rates than women.

Figure 5.9: Unadjusted incidence rates of men and women separately per age category.

In order to assess the actual difference between the men and women, the incidence rate ratios
(IRR) have for each age category been calculated and are shown in Figure 5.10

Figure 5.10: The calculated unadjusted incidence rate ratios between men and women per age category.

It is evident that in all age categories the IRR is higher than the overall incidence rate ratio
between men and women of 1.01 calculated from the values in Table 5.3. In most categories
men even have more than double the risk compared to women. This is an example of the classic
Simpsons paradox in statistics, where grouping of data can hide certain trends. In this case
it is due to the fact that women in general are older than men, thus dragging up their overall
incidence rate. This shows how important it is to include all the true confounders in the analysis.

Another thing that is evident from Figure 5.10 is that the IRR is not constant across all categor-
ies which indicates that there might be an interaction between the two attributes as suggested in
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the method chapter. This will be investigated in the sensitivity analysis in the following section.

5.4.2 Subcategories of cardiovascular deaths

All the aforementioned incidence rates are those of cardiovascular deaths (CD). This includes a
broad variety of deaths and therefore it has been divided into subcategories based on the ICD
codes as described in the Data chapter. In Figure 5.11 it is shown how many deaths occurred
within each subcategory during the entire study period.

Figure 5.11: Number of deaths categorised by ICD codes. Green bars show number of cerebrovascular deaths
defined as stroke and number of ischemic heart diseases defined as acute myocardial infarction.

As seen in the figure, the two largest categories are ischemic heart diesease (IHD) and cerebrovas-
cular diseases of which almost all deaths are due to a stroke. For the IHD category almost half
of the deaths are due to one disease namely acute myocardial infarction (AMI). In particular
IHD and AMI have been the main subject of relevant studies examining magnesium in drinking
water. Therefore it is of interest to see whether the magnesium exposure seems to have a dif-
ferent effect depending on the casue of death investigated.

In Figure 5.12 the unadjusted incidence rates of each exposure group are shown for three differ-
ent types of outcome, namely death from all cardiovascular diseases, from IHD and from AMI
specifically.
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Figure 5.12: The incidence rates for CD, IHD an AMI per exposure group.

The first noticeable thing is of course that the rates are a lot lower for IHD and in particular
for AMI. But it should be noted that they are still common causes of death. The absolute
difference between the highest and lowest exposed group within each type of death seem similar,
but what is of more interest is the relative risk. In Figure 5.13 the unadjusted incidence rate
ratios between exposure groups 1 and 5 are shown for the three different outcomes.

Figure 5.13: Incidence rate ratios between the lowest and highest exposed groups for CD, IHD and AMI separately.

The IRR is for all outcomes above 1 which indicates a negative effect of low magnesium ex-
posure, however, it is clear that the IRR is particularly high for AMI. That the IRR of IHD
is lower than the AMI IRR could indicate that the other half of IHD cases are not affected
by magnesium as much as AMI. The confidence intervals are small for all three IRR and thus
indicates a significant role of magnesium, however, it is important to emphasise that these are
all unadjusted rates and could be an expression of geographical differences in the confounders.
In the following section these will be taken into account through multiple Poisson regression.

5.5 Statistical analysis

The statistical analysis of the final data set is carried out using a multiple Poisson regression
as defined in the chapter on methods. The model referred to as the adjusted model is the main
model that all analysis are based on. Only in the sensitivity analysis will alternative models be
assessed.

The examined outcome is based on the results from the descriptive analysis and the literature.
This means that the overall cardiovasular deaths are examined along with the subgroups stroke
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and IHD and the subgroup of IHD, AMI. The results are presented in Figure 5.14 which shows a
forest plot of the incidence rate ratios with the highest exposure group as reference (i.e IRR=1)
for all four outcomes separately. The incidence rates are shown as small circles and their 95%
confidence intervals are shown as lines.

As can be seen in the figure, the pattern of the descriptive analysis is visible here as well. A high
magnesium exposure has the highest impact on AMI with all IRR being significantly greater
than 1. The IRR between exposure groups 1 and 5 is the greatest with a value of 1.24, meaning
that individuals exposed to less than 6.65 mg/l have 24% greater risk of dying from AMI than
individuals exposed to more than 21.9 mg/l. For IHD the pattern is similar to that of AMI but
less strong. Here the IRR between group 1 and 5 is 1.12 and for the rest of groups it is 1.06 or
less. For stroke no meaningful pattern can be observed and the IRR all lie close to 1 indicating
no effect of a high magnesium exposure. The same is the case for overall cardiovascular deaths.
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Figure 5.14: Forest plot showing the incidence rate ratios between the highest exposed group (> 21.9 mg/l) as
reference and all other groups for acute myocardial infarction, ischemic heart disease, Stroke and all cardiovascular
diseases respectively.

5.5.1 Sensitivity analysis

The results of the analysis depend on the model used for analysis and it is important to examine
whether changes in the model specifications could potentially change the results. Therefore a
sensitivity analysis is carried out in this section. If the results prove to be robust to changes
in the model, it is more likely that the results are valid. However, many considerations should
go into the evaluation of the validity of the results and these will be discussed in the next chapter.

Model with interactions

The specifications of the adjusted model include all the potential confounders available for this
study. However, it does not include any interactions or effect modifiers. Therefore a model has
been specified containing interactions between age categories and gender as well as age categories
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and cohabitation. As seen in the descriptive analysis there was an indication of non constant
incidence rate ratios between men and women over the age categories. A very similar pattern
can be seen between age categories and cohabitation, these plots can be found in appendix C.

The results from this model are reported next to the equivalent result of the unadjusted model
and the adjusted model in Table 5.4 and Table 5.5 for IHD and AMI respectively. The unadjusted
model will yield the same results as in the descriptive analysis and the adjusted model is the
same one as used for the results in Figure 5.14.

Incidence rate ratios for IHD death

Unadjusted
model

Adjusted
model

Model with
interactions

Exposure
[mg/l]

IRR 95% CI IRR 95% CI IRR 95% CI
≤6.65 1.23 (1.20-1.27) 1.12 (1.08-1.15) 1.13 (1.10-1.16)
]6.65,10.3] 1.14 (1.11-1.18) 1.06 (1.03-1.06) 1.07 (1.04-1.08)
]10.3,14.6] 1.11 (1.0.8-1.14) 1.05 (1.02-1.08) 1.05 (1.02-1.08)
]14.6,21.9] 1.08 (1.05-1.12) 1.03 (1.00-1.06) 1.04 (1.01-1.07)
>21.9 1 - 1 - 1 -

Table 5.4: Table showing the incidence rate ratios for IHD between exposure group 5 as reference and all other
exposure groups. The IRRs are shown for the unadjusted model, the adjusted model and the model with interactions.

Incidence rate ratios for AMI death

Unadjusted
model

Adjusted
model

Model with
interactions

Exposure
[mg/l]

IRR 95% CI IRR 95% CI IRR 95% CI
≤6.65 1.38 (1.33-1.44) 1.24 (1.19-1.29) 1.25 (1.19-1.30)
]6.65,10.3] 1.31 (1.26-1.37) 1.19 (1.14-1.24) 1.20 (1.15-1.25)
]10.3,14.6] 1.24 (1.19-1.30) 1.15 (1.10-1.20) 1.16 (1.11-1.21)
]14.6,21.9] 1.20 (1.14-1.25) 1.13 (1.08-1.18) 1.13 (1.08-1.18)
>21.9 1.00 - 1.00 - 1.00 -

Table 5.5: Table showing the incidence rate ratios for AMI between exposure group 5 as reference and all other
exposure groups. The IRRs are shown for the unadjusted model, the adjusted model and the model with interactions.

The result from the model with interactions are very similar to the ones from the adjusted model
with just slightly larger IRRs. Thus, the results seem robust to the addition of these interaction
terms.

Models with effect modification

Another possible misspecification of the original adjusted model is that there might exist some
effect modifiers. The effect of magnesium exposure might be affected by some of the confounders
and therefore it was examined whether adding this effect to the model would change the results.
The effect modifiers taken into account was both gender and age categories. However, adding
the gender and age separately did not prove to have a significant effect, but adding an effect
modification as a combination of both of them was significant. All the incidence rates resulting
from that are not reported here, but instead an analysis based only on individuals aged 70 or
more shows that high levels of magnesium might actually be more important to elderly people
than younger.
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The analysis based on 70+ year-olds and the original adjusted model gives incidence rate ratios
between the highest and lowest exposed group of 1.28 with the confidence interval ranging from
1.22 to 1.35 for AMI. This is should be compared to the 1.24 IRR from the main analysis.

Finally, an attempt in relation to effect modification was made to see if the effect of magnesium
might change over time. Using the calender year to modify the effect was significant but when
looking at the incidence rate ratios for each year separately, it was evident that no trend was
present and that by adding this effect only some random variation was modelled. Since this is
not of interest, these specific results are also not reported here.

Analysis including private wells

In the main analysis and all sensitivity analysis so far, the individuals supplied by their own
well were not included. However, most of their addresses are located within water supply areas
and they could thus be included by assuming their exposure was equal to the exposure of the
surrounding area. As mentioned earlier, it is uncertain whether that is a valid assumption or
not. In order to examine this a bit further, a sensitivity analysis including these individuals
has been carried out. This meant that more than half a million more observations were added
to the final data set. The results of this extended analysis were almost identical to the results
of the main analysis. When rounded to three significant digits no differences in the IRRs were
present. Thus, it can be concluded that assuming the exposure of the private well owners was
the same as in the surrounding area did not change the results at all.
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Chapter 6

Discussion

In this chapter the study and project in general will be discussed. This includes reflections and
recommendations of further work that could be done to affirm the results or potentially reject
them. The first part of the discussion will include a summary of results and a discussion on their
validity. Then the strengths and limitations of the study and study design will be discussed.
After that there is a discussion on the estimations of magnesium and the matching process of
addresses to WSAs. At the end the perspectives of the study will be discussed.

6.1 The results

The results of the present study showed a significant protective effect of magnesium in drinking
water on ischemic heart disease and in particular on acute myocardial infarction. The results
showed that individuals from the least exposed group have 24% greater risk of dying from AMI
than individuals from the most exposed group. In fact, the analysis showed a significantly greater
risk for all exposure groups compared to the highest exposure group. A sensitivity analysis also
indicated that older individuals might be more affected by the magnesium concentration of their
drinking water. They had a 28% increased risk of AMI for the lowest versus highest exposure
group.

For both cardiovascular death in general and specifically stroke no significant and meaningful
relations between incidence rates and magnesium exposure levels were found.

6.1.1 Validity of results

The results of the present study indicate that the magnesium intake from drinking water con-
stitutes such a large part of the total magnesium intake that it actually makes a difference
towards the risk of dying from AMI. In order to understand if this indication is plausible, it is
necessary to see the concentrations of magnesium in the Danish drinking water in relation to
the recommended and actual intakes described in Chapter 2.

If it is assumed that individuals drink between 1 and 2 litres of water (including tea and coffee)
every day, then individuals from the highest exposed group would consume 22-107 mg/day of
magnesium and individuals from the least exposed group would only consume 0-13 mg/day of
magnesium. It is clear that there is a real difference between the intakes. The recommendations
are around 300 mg/day for women and 400 mg/day for men. For the highest exposed group the
daily intake could thus constitute up to 33% for women and 25% for men of the recommended in-
take. For individuals not getting enough magnesium through their diet, it could even constitute
a greater part of the actual intake. However, that would only be the case for individuals who are
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exposed to very high concentrations and who drink much water. A more realistic suggestion is
probably around 10-20% of the daily intake. Comparing this to individuals in the least exposed
group, they would only get 0-4% of their daily recommended intake from their drinking water.
If their diet is very low in magnesium, it could constitute slightly more of the actual intake.

These considerations makes it seem plausible that the magnesium intake through drinking water
could actually have an effect.

Whether it can be justified clinically that the association is only present for IHD and not
cerebrovascular diseases (e.g. stroke) would require expert knowledge that is outside the scope
of this project.

Comparison with other studies

In Chapter 2, eleven studies on the association of magnesium in drinking water and cardiovas-
cular death were described. They showed somewhat contradicting results. Five of them showed
a significant protective effect of magnesium in drinking water on IHD or AMI. These results are
in line with the results from the present study. Two Swedish studies showed an increased risk
of AMI of 35% for men and 30% for women exposed to low concentrations of magnesium com-
pared to high concentrations. This is similar to the increase in risk found in the present study.
Two studies showed a significant effect of magnesium against cerebrovascular disease (including
stroke), however, two other studies also examined this and did not find any connection. This is
also the case for the present study. Four of the eleven studies found no associations at all. Two
of these were ecological studies, where one from Japan had only very high concentrations above
35 mg/l. Compared to the present study, all the Japanese individuals would be in the highest
exposure group. The third study that found no association was the study from the Netherlands.
In this study an enormous amount of confounders were used in the model, including hyper-
tension. Since hypertension is associated with magnesium deficiency it might be unsuitable to
view it as a confounder. The fourth study not finding any significant associations was another
Swedish study. In this study the maximum intake of magnesium through drinking water was
assessed to be 4 mg/l. With such a small intake it is not surprising that no association is found.
Compared to the present study, all individuals in this Swedish study would probably belong to
exposure group 1.

6.2 Strengths of the present study

Some of the limitations highlighted in the studies above are not of concern in the present study.
This is the case for the exposure interval. The interval is quite wide, ranging from almost zero
up to more than 50 mg/l. The wide range makes it possible to find an association as opposed
to studies where the range is very narrow.

A strength of the present study and a general strength of all register-based studies is that less or
almost no selection and attrition bias exists [50]. Selection and attrition bias refers to the bias
of who is included in the study and who leaves the study ahead of time. The reason for these
biases almost not being present is that the entire Danish population is included in the study
and no one leaves the study unless it is from fatal event or they leave the country. Potentially,
a slight bias could be incurred from the individuals leaving the country, but it is not of concern.

That the entire Danish population is included in the study also means that each magnesium
exposure group actually represent approximately 20% of the population. It is an actual 20%
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who lives with the elevated risk. If a study was based on a small group with particularly low
exposures, then it would be harder to generalise the results and prove that the increased risk is
a problem concerning a large part of the actual population.

The register data also has a high validity and completeness. Only very little information is
missing and it is never up to the individuals themselves to record anything, thus many errors
and inaccuracies are avoided. If any mis-classifications do exist in the data, they will be non-
differential and independent [50]. Furthermore, the validity of the AMI diagnosis in the Danish
register on Causes of Death is considered high [51].

Another thing that differentiates the present study from the other studies, is that all variables
vary over time. The other studies simply take the current magnesium exposure without taking
any variations over time into account. Often the measurements of magnesium concentrations are
taken long before or after the incidences of CD are recorded. In the present study the exposure
is calculated from concurrent estimates. The present study is also the only one assessing a
two-year average as the exposure. A sensitivity analysis examining alternative calculations of
exposure, e.g. a five-year or one-year average, could be conducted to see if the results were
robust to such a change.

6.3 Limitations of the present study

The design of this epidemiological study could have been different in many ways. Part of the
design is limited by external possibilities and part of the design relies on arbitrary decisions.

The amount of data available for the study was an external limitation. Considering the time-
span of the magnesium estimates, it would be possible to extent the study period both back and
forth in time. This would require that the data access was granted by Statistics Denmark.

That relevant confounders, such as the lifestyle, is not included, is of course also due to limita-
tions in the data available. This type of information would require more than the register data
and therefore also another type of study that included surveys. However, this would change
many elements of the study, for example the size of the study population, that would need to
be much smaller. The confounder called family income is used in the present study as a way of
taking lifestyle into account. It is not the low income itself that elevates the risk of cardiovascular
death, but rather the lifestyle associated with it. This association might exist, but it will not be
the case for all individuals, e.g. a high income does not guarantee a healthy lifestyle. Therefore
it will not be as accurate as the true information on lifestyle. An analysis of how strong the
association between income and lifestyle actually is would benefit the study.

In general, a more thorough analysis of the confounders and their association with exposure and
outcome should be done as an extension of this project. It could involve an analysis and creation
of a Directed Acyclic Graph (DAG) based on expert knowledge from cardiologists among others.
This could also clarify the justification of including interactions or effect modifiers.

One of the general limitations of register-based epidemiological studies is the fact that data on
potentially important confounders does not exist in the registers [50]. Even if a DAG showed the
need to include more confounders, they would likely not be available. However, if unmeasured
confounders exist, it is still possible to evaluate the results. Grøn et al. [48] suggested several
methods for large-scale register-based studies. This includes a method of introducing unmeas-
ured confounding and calculating how strong a confounder this would need to be in order to
change the significance of the results. It also includes alternative ways of calculating confidence
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intervals for the Poisson regression. Other studies have also suggested sensitivity analysis to
estimate the effect of an unmeasured confounder [52].

Another limitation is that the huge amount of data involved in the study might make parameters
statistically significant which are not clinically relevant [50]. This was seen in the sensitivity
analysis, where the calendar year proved to be a significant effect modifier. However, it was not
because a clinically relevant trend was present, but simply due to random variations over the
study period.

6.4 Magnesium estimates

When looking at the data set of magnesium measurements, it is clear that some form of es-
timation of concentrations is needed. If a waterworks has almost constant magnesium levels,
and only a few years exist with no measurements, then it seems obvious to assume a similar
concentration in the few years without measurements. However, for some waterworks only very
few measurements are taken and even 25% of the waterworks have 3 measurements or less taken
since year 2000. For these, the ease of estimation is not so obvious.

Another factor that complicates the estimation is the variation in measurements within a wa-
terworks. If a waterworks have measurements that vary greatly, how do we know the true level
of magnesium? To assess this issue, the standard deviation of each waterworks was calculated
and it was found that 75% of them had a standard deviation of 1.3 mg/l or less. If the standard
deviation is that low, it is safe to assume that for most areas the concentrations lies within a
quite narrow range. This fact makes the estimations more valid in general.

A third factor that invokes uncertainty is the double connections where areas have several wa-
terworks connected. In these areas it is assumed that all households get water from a mix of the
connected waterworks. This assumption might be true in some cases and might be completely
wrong in other cases.

These three factors can make you question the accuracy of the individual exposure used in the
analysis. A more complicated model perhaps using a combination of the KNN and the geo-
graphical interpolation could have been attempted, but it seemed important as well to make the
estimation process so transparent that it was clear which estimates went into the final data set.
Another, perhaps better, way to handle the uncertainty could have been to label each estimate
with an uncertainty category based on the amount of measurements at the waterworks and the
variation within measurements. Then a sensitivity analysis could be conducted only using the
more certain estimates to see if it makes a difference in the results. Alternatively, a weighted
analysis could be conducted, giving higher weights to more certain estimates. However, these
solutions could also introduce some bias since it is mostly smaller areas that have few measure-
ments.

With all this being said about the uncertainty of the estimates, it is also important to stress
that the average cross validation error for the estimation process was only -1.22 mg/l. An error
this small would probably not change the analysis since the highest exposure group is exposed
to at least 15 mg/l more than the lowest exposed group. The fact that the magnesium level is
dependent on the geographical area also makes the issue of double connections minor. If the
waterworks are close to each other, it is also likely that the water they abstract is similar, thus
making it less relevant which exact households they supply.
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6.5 Addresses linked to WSAs

When the observations of the register data were linked to water supply areas, more than 1.5
million observations could not be linked. Some observations were not linked because they were
supplied by a private well, others were not linked because their residence was placed in an area
without any estimates, and some were not linked due to the fact that their address did not have
a match in the data set of addresses.

The last group constitutes more than half a million observations and it is somewhat uncertain
why their address did not exists in the data set. One explanation could be that the address data
set contains the current addresses in Denmark and thus addresses that has been discontinued
are not in the data set. In order to reduce the issue of failed matching, an improved matching
could include discontinued addresses, thus making it possible to include these observations in
the analysis.

The individuals excluded because they lived either in an area with no measurements (and thus
no estimates of magnesium) or lived outside any of the defined water supply areas could also
be attempted included in the analysis. This could be done using the geographically nearest
estimates as estimates of their exposure.

The individuals excluded due to receiving water supply from own private well were included in
a sensitivity analysis. Here it was assumed that their exposure was the same as the exposure of
the surrounding area. The sensitivity analysis showed results similar to the main analysis. It is,
however, still not proven that including actual samples from private wells would not change the
results. This would require water samples taken from all wells analysed for magnesium content
and these data are to date non-existent.

6.6 The perspectives of the study

In order to validate the results further, it is recommended to first of all make an extensive analysis
of confounders as suggested in the discussion above. This requires further involvement of experts
with knowledge of specifically cardiovascular diseases. If it is agreed upon that the results makes
sense in a clinical context and that no further confounders should be included, then the sensit-
ivity analysis also suggested above could be carried out to make sure the results are not changed.

Assuming that the validity of the results are upheld, then this study could contribute to the
discussion about water softening as well as recommendations of diet or magnesium supplements.
In particular, individuals living in areas with very low magnesium concentrations in the drinking
water could be recommended a diet that is rich in magnesium. For individuals refusing to live
on a magnesium rich diet, perhaps a daily supplement of magnesium could benefit them.

The discussion on water softening is more of a political discussion, since it is up to the authorities
to adopt the appropriate legislation on water quality. As stated in the aforementioned report
form COWI A/S there can be a financial benefit of decreasing water hardness in areas with
particularly hard water. However, the results from this study indicates that reducing the water
hardness and thus removing the magnesium could lead to many more cases of AMI. This is
something that definitively needs to be taken into consideration before water softening becomes
a standard way of treating water at waterworks.
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Chapter 7

Conclusion

The present study has examined the hypothesis presented in the introduction, namely that mag-
nesium in drinking water has a positive effect on the risk of cardiovascular death. The study
has found evidence both for and against this hypothesis. In particular, an association between
magnesium in drinking water and the risk of acute myocardial infarction has been found. The
lowest exposed group (≤ 6.65 mg/l) is found to have an increased risk of 24% of dying from
AMI compared to the highest exposed group (> 21.9 mg/l). The result has been affirmed in
several sensitivity analysis, that also indicates an even greater protective effect of magnesium
in drinking water for elderly people. The evidence against the hypothesis is that no significant
association between magnesium in drinking water and the overall cardiovascular death has been
found.

Before the results of the study can definitively contribute to the pool of knowledge and official
recommendations, further work has to be carried out. This includes a deeper analysis of con-
founders and several extensive sensitivity analysis of the Poisson regression.

If the results are robust to further sensitivity analysis, then the present study could have an
impact on public health. This is both regarding official recommendations on diet in specific
areas and legislation on water quality.

The study has also examined different ways of handling the magnesium samples from the dif-
ferent waterworks. Several methods for estimating the true concentrations of the water supply
areas has been attempted. Using a K-nearest neighbours approach with four neighbours and an
inverse distance weighting proved to be the best suited of the assessed methods. Further meth-
ods could be suggested or the uncertainty of each estimate could be taken into account through
further sensitivity analysis. It has been shown how the magnesium concentrations differ across
the country, with low concentrations primarily in Jutland.
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Appendix A

SAS example code

Figure A.1: Example code of how the Poisson regression using proc genmod is carried out.
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Appendix B

Maps

Figure B.1: Maps showing estiamted concentrations in 2005.
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Figure B.2: Maps showing estimated concentrations in 2010.
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Appendix C

Incidence rates of cohabitation per
age category

Figure C.1: IR for living alone and not living alone separately per age category

Figure C.2: IRR between living alone and not living alone per age category.
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