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Abstract

The distribution of wireless sensor network �eld in modern life brings special
requirements in routing protocols. The routing algorithms for being e�cient
in Wireless Sensor Network (WSN) should satisfy the features of energy con-
sumption optimization and extension of network lifetime. A new class of WSN
with the ability of harvesting environment power; is providing in recent decades.
The objective of routing algorithms in energy harvesting wireless sensor network
area is not to extend network's lifetime, but is to maximize the workload.

This thesis report a comprehensive survey on both energy-e�cient and energy
harvesting routing algorithms in WSN �eld. There are few Energy Harvesting
Wireless Sensor Network (EH-WSN) routing algorithms that are mentioned
in literature. Three of these algorithms are highlighted more in publication,
therefore we choose to analyse these algorithms. In this thesis we have de�ned
some analysis metrics and implemented a simulator which fully satisfy the re-
quirement to test our candidate algorithms. The behavioural analysis of chosen
algorithms in the case of di�erent scenario are completely reported in this thesis.
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Preface

This thesis was prepared at the department of Informatics and Mathematical
Modelling at the Technical University of Denmark in ful�lment of the require-
ments for acquiring an M.Sc. in Informatics.

The quality and durability of wireless sensor network improves by using en-
ergy harvesting technology. This technology works base on using environmental
power instead of battery, so it gives opportunity to network to increase the sys-
tem workload . To achieve this purpose an e�cient routing protocol is needing.
There are speci�c routing protocols base on energy harvesting idea.

To this end, this thesis consists of a study conducted to evaluate the functionality
of some chosen EH-WSN routing algorithms in di�erent simulation condition.

Lyngby 01-April-2013

Negin Ostadabbasi



iv



Acknowledgments

I would like to deliver my thesis to my parents and my sisters, that always being
beside me and encourage me to improve. Maman, baba shoma behtarin hastin,
asheghetoonam va har chi daram az shoma daram.

I would like to thank my boyfriend "Cisco" for encouraging me, helping and
tolerating me in the last months. Without his supporting it is doubtful to �nish
this thesis; Ti amo 4e.

My special thanks to professor Nicola Dragoni for his excellent guidance, caring
and patience. I would like to thank Xenofon Fafoutis and Alessio Di Mario for
being company me in all the steps and patiently let me to improve in this topic.

Thanks to all of my friends which i spent good time with them in Italy and
Denmark.



vi



Contents

Abstract i

Preface iii

Acknowledgments v

1 Introduction 1
1.1 Wireless Sensor Network . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 Example of WSN . . . . . . . . . . . . . . . . . . . . . . 2
1.1.2 Components of a WSN node . . . . . . . . . . . . . . . . 3
1.1.3 WSN architecture . . . . . . . . . . . . . . . . . . . . . . 3
1.1.4 MAC protocol in WSN . . . . . . . . . . . . . . . . . . . 5
1.1.5 Routing Protocols in WSN . . . . . . . . . . . . . . . . . 6

1.2 Energy Harvesting . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2.1 Components of a EH-WSN node . . . . . . . . . . . . . . 7
1.2.2 MAC protocol in EH-WSN . . . . . . . . . . . . . . . . 8
1.2.3 Routing Protocols in EH-WSN . . . . . . . . . . . . . . 9

1.3 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.4 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.5 Thesis structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2 Energy-E�cient Routing Protocols in WSN 13
2.1 Routing Protocols background . . . . . . . . . . . . . . . . . . . 13
2.2 Energy-E�cient Routing Protocols . . . . . . . . . . . . . . . . . 14
2.3 Routing techniques in WSNs�Classi�cation . . . . . . . . . . . . 15

2.3.1 Network structure . . . . . . . . . . . . . . . . . . . . . . 16
2.3.2 Communication model scheme . . . . . . . . . . . . . . . 20
2.3.3 Topology based scheme . . . . . . . . . . . . . . . . . . . 24
2.3.4 Reliable routing scheme . . . . . . . . . . . . . . . . . . . 25



viii CONTENTS

3 Routing protocols for EH-WSN 29
3.1 EH-WSN routing algorithm overview . . . . . . . . . . . . . . . 29
3.2 Ford-Fulkerson Algorithm . . . . . . . . . . . . . . . . . . . . . . 30
3.3 Energetic sustainability of routing algorithm for EH-WSN . . . . 33
3.4 EH-WSN Routing algorithms . . . . . . . . . . . . . . . . . . . . 35

3.4.1 Randomized Max-Flow (R-MF) . . . . . . . . . . . . . . 36
3.4.2 Energy-opportunistic Weighted Minimum Energy (E-WME) 36
3.4.3 Randomized Minimum Path Recovery Time (R-MPRT) 37
3.4.4 Randomized minimum path energy (R-MPE) . . . . . . 38
3.4.5 Energy Harvesting Opportunistic Routing Protocol (EHOR) 39
3.4.6 Geographic Routing algorithm . . . . . . . . . . . . . . . 41
3.4.7 Distributed Energy Harvesting Aware Routing Algorithm

(DEHAR) . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.5 Evaluation and selection of routing protocols . . . . . . . . . . . 43

4 Simulation 45
4.1 Network model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4.1.1 Node . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.1.2 Zone . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.1.3 Link . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.2 Routing algorithm model . . . . . . . . . . . . . . . . . . . . . . 48
4.2.1 Cost function . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2.2 Path cost . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.3 Simulator Architecture . . . . . . . . . . . . . . . . . . . . . . . . 51
4.3.1 Transceiver . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.3.2 Simulation parameter . . . . . . . . . . . . . . . . . . . . 53
4.3.3 Event �ow . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

5 Simulation Runs 59
5.1 Analysis metrics for simulation runs . . . . . . . . . . . . . . . . 59
5.2 Simulation �ow . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

5.2.1 Di�erent topology . . . . . . . . . . . . . . . . . . . . . . 60
5.2.2 Di�erent number of nodes . . . . . . . . . . . . . . . . . . 65
5.2.3 Di�erent tra�c . . . . . . . . . . . . . . . . . . . . . . . . 68
5.2.4 Di�erent beacon rate . . . . . . . . . . . . . . . . . . . . . 75

6 Conclusion 79

A Code 81

Acronyms 97

Bibliography 99



List of Figures

1.1 Health-care . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 WSN sensor node system architecture . . . . . . . . . . . . . . . . 3
1.3 WSN layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 EH-WSN vs Battery-powered WSN . . . . . . . . . . . . . . . 7
1.5 Components of EH-WSN node . . . . . . . . . . . . . . . . . . 8

2.1 OSI levels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2 Classi�cation of routing protocols in WSN . . . . . . . . . . . . 15
2.3 Flat routing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4 TORA routing algorithm . . . . . . . . . . . . . . . . . . . . . . 17
2.5 Cluster-based Hierarchical Model . . . . . . . . . . . . . . . . . . 18
2.6 Time line showing Leach operation. . . . . . . . . . . . . . . . . . 19
2.7 A three-level cluster hierarchy . . . . . . . . . . . . . . . . . . . . 20
2.8 Directed_ Di�usion. . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.9 SWE election process. . . . . . . . . . . . . . . . . . . . . . . . . 22
2.10 SPIN protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.11 The SPIN-BC protocol . . . . . . . . . . . . . . . . . . . . . . . . 23

3.1 Ford-Fulkerson example . . . . . . . . . . . . . . . . . . . . . . . 32

4.1 Voronoi partitioning example . . . . . . . . . . . . . . . . . . . . . 47
4.2 Example of network model . . . . . . . . . . . . . . . . . . . . . . . 48
4.3 WSN Components . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.4 CC2500 Transceiver . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.5 Sense period . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

5.1 Throughput of algorithms in di�erent topologies . . . . . . . . . . . 61
5.2 Lifespan in di�erent topologies with increasing number of nodes . 62



x LIST OF FIGURES

5.3 Example of good topology . . . . . . . . . . . . . . . . . . . . . . . 63
5.4 Example of bad topology . . . . . . . . . . . . . . . . . . . . . . . . 64
5.5 Average throughput in di�erent number of nodes . . . . . . . . . . . 65
5.6 E-WME algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.7 Average lifespan in di�erent number of nodes . . . . . . . . . . . . . 67
5.8 Average collision rate in di�erent number of nodes . . . . . . . . . . 68
5.9 Average throughput in di�erent data tra�c by changing A . . . . . . 69
5.10 Average lifespan in di�erent data tra�c by changing A . . . . . . . . 70
5.11 Average collision rate in di�erent data tra�c by changing A . . . . . 71
5.12 Average throughput of topology(17) in very low tra�c . . . . . . . . 72
5.13 Average lifespan of topology(17) in very low tra�c . . . . . . . . . . 72
5.14 Average collision-rate of topology(17) in very low tra�c . . . . . . . . 73
5.15 Average throughput in di�erent data tra�c by changing B . . . . . . 74
5.16 Average lifespan in di�erent data tra�c by changing B . . . . . . . . 74
5.17 Average collision rate in di�erent data tra�c by changing B . . . . . 75
5.18 Average throughput in di�erent beacon rate . . . . . . . . . . . . . . 76
5.19 Average collision-rate in di�erent beacon rate . . . . . . . . . . . . . 76
5.20 Average lifespan in di�erent beacon rate . . . . . . . . . . . . . . . . 77



Listings

4.1 Random Node placement . . . . . . . . . . . . . . . . . . . . . . 46
4.2 Finding out the zone of each node . . . . . . . . . . . . . . . . . 47
4.3 Idle_Listing Cost . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.4 TransmissionCost . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.5 Packet energy Cost . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.6 E-WME cost . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.7 R-MPRT-org cost . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.8 R-MPRT-mod cost . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.9 Sense period . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.10 Beacon period . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.11 First beacon event time . . . . . . . . . . . . . . . . . . . . . . . 56
4.12 First data event time . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.13 Harvest energy computation . . . . . . . . . . . . . . . . . . . . . 56
4.14 Available Energy computation . . . . . . . . . . . . . . . . . . . . 56
A.1 BatchSimulation.m source code . . . . . . . . . . . . . . . . . . . 81
A.2 beacon.m source code . . . . . . . . . . . . . . . . . . . . . . . . 82
A.3 colorGradient.m source code . . . . . . . . . . . . . . . . . . . . . 82
A.4 cost.m source code . . . . . . . . . . . . . . . . . . . . . . . . . . 84
A.5 energy.m source code . . . . . . . . . . . . . . . . . . . . . . . . . 84
A.6 net.m source code . . . . . . . . . . . . . . . . . . . . . . . . . . 85
A.7 packetenergy.m source code . . . . . . . . . . . . . . . . . . . . . 87
A.8 pathcost.m source code . . . . . . . . . . . . . . . . . . . . . . . 87
A.9 plotnet.m source code . . . . . . . . . . . . . . . . . . . . . . . . 88
A.10 recursivepathcost.m source code . . . . . . . . . . . . . . . . . . . 89
A.11 routing.m source code . . . . . . . . . . . . . . . . . . . . . . . . 89
A.12 sense.m source code . . . . . . . . . . . . . . . . . . . . . . . . . 90
A.13 simulator.m source code . . . . . . . . . . . . . . . . . . . . . . . 90



xii LISTINGS



Chapter 1

Introduction

This chapter will explain the necessary background about theWSN, EH-WSN,
and their routing protocols.

Current chapter also discuss about the idea of Medium Access Control (MAC)
protocol inWSN and EH-WSN. Later this concepts will be used to build the
simulator. The last part of this chapter point out the motivation behind this
project and related work to achieve to goal.

1.1 Wireless Sensor Network

This section reports some general information about WSN,where this technol-
ogy can be used, its components, architecture and routing algorithms.

The �rst WSN was designed and used in 70s, in military �eld during the Viet-
nam war. WSN consist of nodes, from few to several one, which work together
to capture data from an environment region and send this data to a base sta-
tion. These sensor nodes use to track and monitor heat, temperature, vibratory
movement, etc. They are small with limited computing resources and base on a
routing algorithm, they can transmit data to the user. This routing algorithm
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depends on the network architecture and they can be changed. Since the sensor
node have limited memory and they can be located in places which are hard
to access, a wireless communication between nodes is needed. Because of this
speci�c behavior, many routing and power management have been designed spe-
cially for WSN. As explained in paper [11], development of smart nodes have
been researched in recent decades.

1.1.1 Example of WSN

There are di�erent type of application for WSN:

• The most common one is area monitoring. In this scenario a WSN is
distributed over a region which need to be monitored. The example of
military belongs to this application.

• Another area of WSN usage can be agriculture. Many jobs can be done
with WSN, like monitoring the gravity feed water and the pump can be
controlled using wireless I/O device.

• The advancement of WSN gives new opportunities also in health-care
system. In traditional method, a patient should visit a doctors in regular
intervals and self-reporting experienced symptoms. But in smart home-
care the WSN collects data in the base of physician's speci�cation and
provides continuous record to assist diagnosis. This method is also used
for emergency situation and medicine reminder.

Figure 1.1: Health-care
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1.1.2 Components of a WSN node

Each sensor node has di�erent parts such as a radio transceiver with an internal
antenna, a micro controller, an electronic circuit for interfacing with the sensors
and energy source which is usually a battery or an embedded form of energy
harvesting.

There are two types of WSN; structured and unstructured. An unstructured
WSN contains a dense of sensor nodes which they connect to each other using
an ad-hoc manner (sensor nodes randomly placed into the �eld.) For structured
WSN, most of the sensors are located in a pre-planned manner.

Figure 1.2: WSN sensor node system architecture

1.1.3 WSN architecture

The most common architecture of WSN is based on OSI Layer Model. OSI
Layer Model is a creation de�ned by international organization for standards.
OSI stands forOpen System Interconnection. This model divides communication
to seven layers. Which in WSN we need to analyze �ve layers: application
layer,transport layer,data link layer and physical layer.
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Figure 1.3: WSN layer

1.1.3.1 Physical Layer

This layer is the fundamental layer of network and it consists of networking
hardware technologies.

This layer works as an electrical and a mechanical interface to the transmission
medium. It is responsible for media and signal communication. In Open Sys-
tem Interconnection (OSI) architecture the physical layer translate the logical
address that arrives from data link layer to the hardware speci�c operations.

1.1.3.2 Data Link Layer

The second layer of OSI Model is responsible for physical addressing and it
provides functional resources for data broadcasting among networks. It also
identify the errors of physical layer and tries to correct them. The other task
of this layer is frame synchronization. The encoding and decoding of data into
bits are the main functionality of this layer.

OSI Data Link Layer has two sub layers:

• Media Access Control(MAC) which is responsible for addressing and chan-
nel access control mechanism. It makes possible, for several nodes in a
network, to communicate within a multiple access network.

The media access control is applied when one frame of data ends and the
next one starts.
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• Logical Link Control(LLC) layer is responsible for frame management and
error checking. It provides multiplexing mechanisms that make it possible
for several network protocols to transport over the same network medium.

1.1.3.3 Network Layer

OSI Network Layer is used for logically address the communications inside
a virtual circuits, so it is used to transmit data from node to node and to
determine the path that this data should follow. This layer o�ers routing and
switching technologies. The error handling, packet sequencing, addressing and
congestion control are the main functionality of Network layer. It also provides
best quality of service on request of transport layer.

1.1.3.4 Transport Layer

The transport layer provides transparent transfer of data and providing reliable
data transfer service to the upper layer. It also provides acknowledgment of the
successful data transmission.

1.1.3.5 Application Layer

TheOSI model de�ne application layer as the user interface. It's responsible for
displaying data and images to the user in a human-recognizable format, tra�c
management and provide software for di�erent application that translate the
data in an understandable form.

1.1.4 MAC protocol in WSN

As said before, this sub-layer of data link layer is responsible to give accessibility
to nodes for communication in the network. In a WSN, due to the power limi-
tation, theMAC protocol must allow very low duty cycle in order to guarantee
the longer term sustainability of the system. Radio duty cycling introduces
the problem of �nding a moment where both transmitter and receiver are ac-
tive so the connection can be started. Traditionally MAC protocol in WSN
use synchronous or asynchronous protocols to solve the problem of connecting
transmitter and receiver at the same time.
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Some example of synchronousMAC protocols are S-MAC,T-MAC and DSMAC
which are working on the base of synchronous clock.

In asynchronous protocol the establishment of a link between two nodes can be
initiate by sender via preamble sampling like B-MAC,X-MAC and RI-MAC or
by the receiver via beaconing.

1.1.5 Routing Protocols in WSN

As we described before one of the duty of network layer is the routing. This
layer de�nes the most optimum path that packet should take from source to the
destination.

Routing algorithm is a logic used to decide for each incoming packet that which
output link should be chosen to transmit the data.

Routing algorithms can be classify in to two groups:

• Static:Routing decisions are �xed and nothing can a�ect on that like
tra�c load or network topology.

• Dynamic:Routing decision depends on network topology and tra�c load.

In WSN one of the challenge is the energy consumption problem, since it is
not feasible to recharge the limited battery after depletion. So when we want to
choose routing algorithm for our network, we should take into account to choose
the energy-e�cient one.

There are several routing algorithms which support the idea of energy-e�ciency,
these will be explained in chapter 2.

1.2 Energy Harvesting

This section is explaining the meaning of Energy Harvesting Wireless Sensor
Network (EH-WSN) and in which point is di�erent from a normal WSN. It
also discuss about the component of this network and how EH-WSN routing
protocols works.
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Energy Harvesting wireless sensor network(EH-WSN) is a kind of WSN that
uses rechargeable power supply instead of using traditional battery.

In traditional WSN, the energy sources is limited. When the power source of
node �nish, it can not continue to work unless it is recharged again. So the
e�ort was to design energy-e�cient network protocols to maximize the lifetime
of WSN by minimizing energy usage.

Figure 1.4: EH-WSN vs Battery-powered WSN [1]

As shown in [1] if we can have access to unlimited power, we can have in�nite
lifetime in network. This unlimited power can be provide by environment such
as light, vibration and heat. Then stores the harvested energy in a storage
device. When the device uses energy harvested instead of battery, the residual
energy is no more an useful quantity to preserve. In EH-WSN, if the rate of
harvesting power is lesser than the power used by the node, the sensor node
should go to sleep to charge up.

1.2.1 Components of a EH-WSN node

Each EH-WSN node uses one or more energy harvesting devices to harvest
environmental energy. The EH-WSN is composed by di�erent components as
it is shown in Figure 1.5.
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Figure 1.5: Components of EH-WSN node [2]

As we know, the energy needed for sensors should be electrical. So the �rst
step before start to work is to convert environmental energy to electrical one.
Inside the node there are di�erent components for sensing the area, collecting
data and processing the data. So the main di�erent part of this kind of nodes,
in compare of WSN nodes, is the power part. Once the stored energy reach
to a certain amount, the power supply for micro controller and transceiver will
start to work. They will continue to work until they have energy, as soon as the
energy �nish, they stops and energy storage device start to work to save energy
again.

The other fact should be consider about EH-WSN node is that the available
energy can change in di�erent nodes. So every node has its own harvesting rate.

1.2.2 MAC protocol in EH-WSN

As explained in subsection 1.1.4 there are synchronous and asynchronous MAC
protocol. In EH-WSN area using the synchronousMAC protocol is not possi-
ble, because by de�nition of EH-WSN, di�erent nodes have di�erent harvesting
energy so they can not have an equal duty cycle required by synchronous proto-
col. Within the asynchronous approach the receiver-initiated methodology has
proven to be more energy e�cient compared to the sender-initiate [12].

In receiver-initiatedMAC protocol, receiver periodically wakes up and sense the
channel, if the channel is free, transmits the beacon. After sending the beacon,
receivers, with predetermined period, listen to the channel. At the same time,
when the transmitter has some data to send,it goes into an active state and
listen for receiving the beacon. After receiving the beacon the sender transmit
the data and waits for another beacon which is the acknowledges of the data
reception. If the receiver doesn't receive any data it goes into sleep state.
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The receiver-initiated signi�cantly reduce the amount of time which channel is
busy, so it let other nodes to connect to each other. As a result the throughput
of the network increase. Another good point of using receiver-imitated is the
e�cient collision detection, because the channel access is controlled mainly by
the receiver.

As a conclusion in EH-WSN area using the asynchronous MAC protocol is
energy e�cient.

1.2.3 Routing Protocols in EH-WSN

We talked about Routing Protocols inWSN, now routing algorithms forEH-WSN
network are presented, it is better to know that di�erent nodes harvest di�erent
amount of energy. So their duty cycle is not the same.

In this kind of network the goal is maximizing throughput since the power of
network can be replenish. But at the same time we should notice that environ-
mental power is limited. So we need a routing algorithm aware of environmental
condition. One solution is to combine the replenishment rate in to cost metric
and compute the routes. This idea will be used later in some part of my thesis.

As it also discussed in [1], since the harvesting rate of nodes is di�erent, pre-
dicting the wake-up time of nodes is impossible, it is challenging to be sure that
the next-hope is awake. If the next-hope is not awake the best solution is to use
broadcasting and opportunistic forwarding,which means �nding another volun-
teer to forward the packet to them. There are some speci�c Routing algorithms
base on the idea of EH-WSN which will discuss in chapter 3.

1.3 Motivation

Wireless Sensor Network has been designed to monitor physical or environmental
condition and many research works has been done on this topic. But power
supply in this model of network makes problem. Because of using battery as a
power ,the probability that network die will increase. Therefore should try to
not waste energy,in the aim of increasing network's life time.

The idea of EH-WSN is proposed for solving the problem of power in WSN.
In this theory,network harvest power from environment and use this power in-
stead of battery. The aim in EH-WSN network is not keeping network alive
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longer,but because there are enough energy in this theory the goal changes to
maximizing the workload.

The purpose of this thesis is following in some steps: �rst of all review literature
about the group of energy-aware routing algorithms in WSN and more deeper
be involved in the algorithms that are speci�ed to support energy harvesting
technology. In the next step should choose some candidate routing algorithms
from the category of EH-WSN routing algorithms base on their evidence in
literature. After selecting the candidate we have to design and implement a
simulator to simulate the given algorithms in di�erent scenario. With the help
of some analysis metrics, at the end, we should highlight the behaviour of our
candidate in di�erent simulation condition.

1.4 Contribution

• A survey of the energy-aware WSN routing algorithms in literature.

• Looking for routing algorithms that can support EH-WSN technologies.

• Selection of threeEH-WSNRouting algorithms which are supported more
in literature.

• De�ning analysis metrics.

• Writing codes to implement simulator by using Matlab program.

• Simulation of network for the chosen routing algorithms.

• Behavioral analysis of the results from the simulation scenarios .

1.5 Thesis structure

1. Introduction: It provides a general information aboutWSN,EH-WSN
and their related topic. At the end discuss about the goal of this thesis.

2. Energy-E�ciency Routing Protocols in WSN: Explain Energy-
E�cient Routing protocols in WSN and classify them in to di�erent
groups.

3. Routing Protocols for EH-WSN: Discuss about Routing protocols
can support EH-WSN technology and choose some of them that has
more evidence in literature.
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4. Simulator architecture: Implementing simulator base on feature of can-
didate algorithms and analysis metrics.

5. Simulation Runs: Reports the simulation �ow to analyze the behav-
ior of the chosen metrics respect to the di�erent routing algorithms and
simulation scenario.

6. Conclusion:Conclude the project with summary of all contribution.
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Chapter 2

Energy-E�cient Routing

Protocols in WSN

This chapter investigates into Energy-E�cient routing protocols in Wireless
Sensor Network (WSN). The �rst section discuss about what is the main idea
behind a routing algorithm. The following sections describe the goal of Energy-
E�cient Routing protocols and the policies for selecting a routing algorithm.

In this chapter energy-e�cient routing protocols are classi�ed by four aspects:Network
Structure, Communication Model, Topology Based and Reliable Routing. Net-
work Structure can be �at or hierarchical, the second category divide theWSN
into Query-based, Coherent and non-coherent and Negotiation-based communi-
cation model. The Topology-based point of view can be categorize to Location-
based andMobile agent-based. The last classi�cation can be divided intoMultipath-
based and QoS-based.

2.1 Routing Protocols background

As described before, OSI model is divided into di�erent layers and it is used
as reference for WSN architecture. Routing protocols are de�ned in the third
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layer called Network layer, this layer is used for logical addressing, it also o�ers
routing technologies.

Figure 2.1: OSI levels

The error handling, packet sequencing and addressing are the main functionality
of Network layer. In this layer packets are sent from source to destination. To
reach destination, routing protocol selects optimal path through the series of
interconnected nodes.

2.2 Energy-E�cient Routing Protocols

In WSN all the nodes have power source which provide energy to participate
in the network. In the basic WSN the power source is batteries. As we know,
the amount of energy that can be stored by battery is limited and can not be
recharge. So we should try to not waste this energy and use it in an optimized
way. The aim of routing protocols is to use the battery energy in an e�cient
way to increase the network lifetime. Therefore target of the propose routing
algorithm should be energy consumption minimization and network lifetime
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maximization.

For evaluating the performance of routing protocol there are some concept re-
lated to energy e�ciency that also discuss in [13].

• Energy per packet : is the energy needed to transmit a packet.

• Network lifetime: there is no special de�nition about using this term.
The most common one considers the time when a certain function of the
networks node is dead. From previous talking we knew that maximizing
the network lifetime means prolong the battery lifetime of nodes. The
common idea for achieving this goal is to use the shortest path.

• Low energy consumption: More a routing algorithm consumes less
energy; more it counts as the better routing protocol. Note that this
concept doesn't support the goal of energy harvesting network.

• Idle listening: a sensor node in this situation does not send or receive
packet but it can consume a considerable amount of energy.

2.3 Routing techniques in WSNs�Classi�cation

Several routing algorithms have been developed to solve the problem of WSN
power. All these routing algorithms take into account the inherent feature of
WSN and the architecture requirement.

Figure 2.2: Classi�cation of routing protocols in WSN [3]
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2.3.1 Network structure

2.3.1.1 Flat Networks Routing Protocols

Figure 2.3: Flat routing

In �at network all the nodes are equal and the routing algorithms are divided
into some categories: Pro-active protocols and Re-active protocols [3] , [14].

• Pro-active routing protocol: As described in [15],in this category path
to destination is computed before the request and each nodes has its own
routing table. This protocol is also sensitive to any network change and it
sends update through the wireless network, but keeping the information
up-to-date needs extra battery power which is limited in a WSN. There
are many routing protocols with this method such as DSDV, WRP, GSR,
STAR, DREAM and TBRPF [16].

Here is explaining the Topology Dissemination Based on Reverse-Path For-
warding (TBRPF) protocol as an example pf pro-active routing protocol[17],
this protocol transmits only the di�erences between the new network and
the previous one. So the routing table becomes more up-to-date. Each
node consists of many information, such as: a list of neighbor nodes, a
table consist of all link-state and a list of children. This protocol works us-
ing the concept of reverse-path forwarding, it means that when something
changes, the node that is responsible for this change sends the information
in the reverse direction along the spinning tree formed by the minimum
hop path. This method is suitable for the environment with �xed number
of nodes.

• Re-active routing protocols: In this method there is no routing table,
the process of �nding route start when there is a request [18], this can
produce some delay in theWSN since the requested path is not available
and have to be found. The main idea for making this algorithm was to
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reduce the overhead of networks in the opposite of Pro-active, because it
use the information just for the active route.

One of the examples of this protocol is Temporarily Ordered Routing
algorithm (TORA).

Figure 2.4: TORA algorithm a)Route creation(showing link direction assignment);
b) Route maintenance(showing the link reversal phenomenon)[4]

This algorithm has been proposed to work in dynamic mobile network
environment. In this protocol each node knows it's own height and also
the height of the neighbors which are directly connected to it. Each node
for assigning the height,consider the location toward the destination. The
algorithm consists of 3 steps:

� Route creation

� Route maintenance
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� Route erasure

In the �rst and second phases, node uses a height metric to establish
a graph toward destination. Each link is upstream or downstream, it
depends to the height of neighbors which is greater or smaller than it's own
height. We need nodes maintenance, because the graph can be changed
in the case of mobility of the node, so the TORA has to re-establish a
graph toward the destination. As describe in Figure 2.4 when a upstream
link fail there is possibility to reverse the direction of one or more links in
order to �nd a path.

As a comparison between Pro-active and Re-active:

1. Pro-active require all the routing information, but re-active need less
amount of routing information and then less energy consumption for
the sensor node.

2. Pro-active waste bandwidth and energy to periodically or when the
topology change send updates but in re-active there is no need.

2.3.1.2 Hierarchical Network Routing protocols

Here all the nodes are in cluster and in the opposite of �at network, they are
not peers. The advantage of using this method is to reduce the size of routing
tables and as a result reduce the overhead.

Figure 2.5: Cluster-based Hierarchical Model [5]

• Low-energy adaptive clustering hierarchy (LEACH) [6]: it uses cluster
to minimize the communication cost and increase the network lifetime by
just using a small dissipation of energy of the system. Each cluster has a
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cluster head that is responsible to distributing the energy load between the
nodes in the network. The operation of LEACH contains two process:

1. Setup phase: clusters are organized, cluster head become clear by
using stochastic algorithm. If a node becomes a cluster head for
one time, it can not become again for P rounds. P shows the desired
percentage of cluster head, so the probability for each node to become
cluster head in each turn is 1/P. Changing the position of cluster head
leads to balanced energy consumption for all the nodes and makes
the life of network longer.

2. The steady state phase: in this part, data will be sent to base
station. Each node, that was not chosen as a cluster head, selects the
closest cluster head and join to that cluster. Now the cluster head
make a schedule for each node in that cluster to transmit it's data.

Figure 2.6: Time line showing Leach operation. Adaptive clusters are formed during
the setup phase and data transfer occurs during the steady state phase
[6]

• Low-energy adaptive clustering hierarchy centralized (LEACH-C): In this
algorithm base station receives information about the location and energy
level of each node in the network. With this information BS �nd a pre-
determined number of cluster head and con�gure the network in that
clusters. It has some good points in compare of LEACH that:

1. In LEACH the number of cluster head will be changed in any round
due to the lack of global coordination among nodes but in LEACH-C
is predetermined to an optimal value.

2. Base station in LEACH-C produces the cluster in base of global
knowledge of the network which is to require less energy for trans-
mitting data.

• Power-e�cient gathering in sensor information system (PEGASIS): It
is a chain based protocol [19]. chains consist of a group of nodes that are
close to each other and can also make a path to the base station. BS de�nes
how the nodes stay together to make chain and then broadcast it to all the
nodes. In any chain just one node has been selected for transmitting to
BS instead of multiple nodes. For achieving the goal of extending network
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life time, all the nodes communicate, just with the neighbors and take a
turn in communicating with base station.

• Sleep/Wake scheduling protocols: This protocol is described in [7]. It
saves energy by setting the node in sleep mode during idle times and wake
up right before message transmission/reception. The important part in
this protocol is to synchronize sender and receiver. This synchronization
is achieved immediately after exchanging synchronization message. In
this protocol the same as other in hierarchical category, there are many
clusters, but the important issue is that the cluster members can be cluster
head in other cluster. The Figure 2.7 shows an example, node C is the
cluster member of A but at the same time is the cluster head of F.

Figure 2.7: A three-level cluster hierarchy [7]

2.3.2 Communication model scheme

2.3.2.1 Query-based routing protocols

In this group of routing algorithm as describe in [20], Destination node send it's
request through the network and then any node which has this data, send it
back to the destination.

• Direct Di�usion (DD): This idea is based on di�using data through net-
work by using a naming method. The main reason of using this technique
is to not waste energy in some unnecessary operations and try save energy.
As it shows in Figure 2.8 It consist of some steps [8]:�rst of all quarry of
interests are de�ned by arranging tasks which are named using a list of
attribute-value,these values can be the type of data,the interval of trans-
mission data and so on. Then interest broadcast from a sink through all
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the neighbors. Each node cache received interest and compare it with re-
ceived data. In the case of matching interest with received data, by using
gradient and reinforcement choose one path among multiple path from
source to destination. Gradient is a reply link to a neighbor that received
interest.

Figure 2.8: Directed_ Di�usion a) Interest propagation. (b) Initial gradients setup.
(c) Data delivery along reinforced path. [8]

2.3.2.2 Coherent and non-coherent-based routing protocols

In WSN all the data processing should be held in node level. The nodes try to
process the data within the sensor network. The routing mechanism is explained
in [9] and divided to this group:

• Coherent data processing-based routing : The nodes will minimally pre-
process the raw acquired data such as time-stamp and then will send this
to the aggregation.

• Non coherent data processing-based routing [21]: In this algorithm nodes
process some part of data then send it to central node which has the re-
sponsibility to do the rest of processing. This theory consists of three
phases. At �rst we should �nd the goal and try to collect all the infor-
mation related to that. In second step we should choose all the nodes
that participate in the function and then we should inform about it to all
neighbours. At the end we should �nd the central node to process the
information.

1. Single winner algorithm (SWE) [9]:

Here a single aggregator node will be choose for complex processing.
It is named as a central node. It will be selected base on the energy
reserve. For selecting CN, all the nodes broadcast a message and
introduce themselves as a central node. Then nodes that receive
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these messages compare the propose CN with themselves and send
the result of comparison as a second batch of message to all neighbors.
Each of these message present a better CN. Otherwise the message
will be discard.

Figure 2.9: SWE election process [9]

2. Multiple winner algorithm (MWE): This algorithm is the extension
of previous algorithm. All the nodes send their data to the aggrega-
tor, but this process use a lot energy, the way to reduce this energy is
to limit the number of node that can send data to central aggregator.
Also, instead of choosing one node as a central aggregator there is
the possibility for each node to keep a record of up to n nodes as a
candidate.

2.3.2.3 Negotiation-based routing protocols

Negotiation-based routing protocols or sensor protocols for information via ne-
gotiation (SPIN) is a data-centric algorithm and spread information in network
in an energy constrained way. It relays on two ideas [10]:

1. Sensor nodes should communicate about the data that they have or data
they will obtain, to operate e�ciently and save energy.

2. Nodes should have the ability to adapt to their energy resources variation
to increase the operating lifetime.
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Figure 2.10: SPIN protocol, ADV, REQ and DATA packet [10]

The main idea as explain in [22] and in Figure 2.10 is that if a node has some
data, it advertise it by sending ADV packet to other nodes and if nodes are in-
terested in this data they send REQ packet and then received the actual DATA.
This algorithm is based on the idea that each node should have information just
about single-hop neighbors, so all the changes related to the topology will be
local. No guarantees of data delivering is the main issue of this algorithm.

Figure 2.11: The SPIN-BC protocol. Node A starts by advertising its data
to all of its neighbors(1). Node C responds by broadcasting a
request, specifying A as the originator of the advertisement(2),
and suppressing the request from D. After receiving the requested
data(3), E's request is also suppressed, and C, D, and E send ad-
vertisements out to their neighbors for the data that they receive
from A(4) [22]
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• SPIN-BC:
This protocol design [22] for networks where nodes use a single shared
channel to communicate. In this solution if there are more than one node
that is interested in ADV, just one of them start to send REQ, this helps
to save energy. Later, when node start to send DATA, it broadcasts DATA
once, so it will be received by all the nodes that was interested in it.

2.3.3 Topology based scheme

2.3.3.1 Location-based routing protocols

In this category the main idea is physical distance. Physical distance and dis-
tribution of nodes in area can e�ect on network performance. This protocol is
based on two principal ideas: First all the nodes have some information about
their neighbors, second the source of packet has information about the position
of destination. In this algorithm nodes should send a HELLO message periodi-
cally to let neighbors �nd their position. One of the interesting thing about this
protocol is that it works without any routing tables.

• Geographic and energy aware routing (GEAR) [23]: This protocol use
energy aware and geographically heuristic routing to �nd some information
about neighbors in order to send a packet to destination.

1. When there is a closer neighbors to the destination,this protocol
choose the next-hope from a group of neighbors which is located
closer to the destination.

2. When all the neighbors are far away from the destination,the next-
hop should choose in a way to minimize the cost value of this gap
which completely discuss in [23].

• Implicit geographic forwarding (IGF): Here instead of using static routing
table and independent of knowing information about topology; the next-
hope will choose online in real-time. This method is really valuable in
dynamic sensor network. It omits costly communication because it doesn't
need to save all the information of neighbors for routing.

• Minimum energy relay routing (MERR): It is base on the idea that
distance between two nodes is the key parameter to consider and can
e�ect on energy consumption of whole path. Thus in MERR each nodes
search for the closest nodes within its maximum transmission range. As
soon as it �nds the node it adjust transmission power to the lowest, so



2.3 Routing techniques in WSNs�Classi�cation 25

the radio signal has power to reach the speci�c node not more. The main
advantage of this protocol is that it minimizes energy consumption by
choosing the nearest node in routing path.

2.3.3.2 Mobile agent-based protocols

Each sensor has limited memory to save all the programs and run all the ap-
plication. So we can use mobile agent to migrate code among the nodes of the
network as an information processing. So it makes a network more �exible. In
[24] design issues of mobile agent in WSN are divided in to di�erent group.

1. Architecture: It is based on the topology of network

2. Itinerary planning: It selects a group of nodes that can be visited by
mobile-agent.

3. Middleware system design: It �lls the gap between operating system
and high-level component and to facilitate the development of application.

4. Agent-cooperation: It can work as a single processing unit or dis-
tributed collection of components.

• Multi-agent based Itinerary Planning (MIP)[25]: The goal of this algo-
rithm is to dynamically de�ne a group of source node that can be visited
by mobile agents. For achieving this goal the following phases are needed:

1. Find the visiting central location (VCL) in any agent. This location
is computed in function of source density.

2. Determine the source nodes that can be visited by a speci�c agent in
a speci�c area centered at VCL.

3. Determine the source-visiting sequence.

4. If still there are some nodes that doesn't support in any agent,the
next time for �nding VCL we should also care about these nodes.

2.3.4 Reliable routing scheme

2.3.4.1 Multipath-based routing protocols

This algorithm is multi-path routing. Using multi-path routing is good to obtain
load balancing and it is also more �exible to route failure. Also by �nding
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reliable path it ensure reliable communication. Actually it takes advantage of
lower routing overhead in compare of single-path routing protocols [26].

• Routing on-demand acyclic multipath (ROAM): As explain in [27] it is
an on-demand routing algorithm that is responsible for gathering multi-
ple loop-free path to destination. Each router has a distance table and
routing table. Distance table is a matrix with distance information of two
neighbors. Routing table organize as a column vector, for any destination,
containing the distance to the destination. It may happen that router get
a data for delivering to a destination without having entry about that
destination in routing table, in this case the router has to start di�using
search. It will explore from source; node by node all the network till �nd
a router that has an entry about destination. After �nding an entry the
source can obtain the distance to destination. If there is no route to that
destination, it will be counted as unreachable.

• Label-based multipath routing (LMR): Here we broadcast the control mes-
sage in network [28]. By passing the message from a path, label are as-
signed to that path. In a working path, when a node choose a link, this
label message broadcast to their neighbors. Label message count as an
integer term label. This number is increased by one after passing from
each working node and then broadcast a new label message to neighbors.
All the nodes should be inform about this number. When a node receives
two or more label message, take the smaller number and will forward it.
If it receives two equal label message, it will forward the one which receive
�rst. Each node should record all the label that has been seen and from
where they are coming from.

• Gradient broadcast (GRAB): The main idea is to deal with the unreliable
nodes and fallible wireless links by robust data delivery [29]. The sink
broadcasts an advertisement packet with cost zero. The initial cost of
each node is ∞. When a node receives the advertisement packet, it add
the link cost between itself and sender to the sender's advertise cost. Then
compare this cost and previously recorded cost and set the new cost as
the smaller of these two. This process is reiterated in whole the network.
The algorithm chooses the path by using the information from multiple
nodes that has e�ort in deliver data, without dependency of any of them.

2.3.4.2 QoS-based routing protocols:

In this theory network has to be balance between energy consumption and data
quality. The main goal is about throughput and average response time.
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• Sequential assignment routing (SAR): This routing algorithm concern
about requirements while it searches for a path. So at the same time should
think about three factors:energy resources,priority level of each packet and
QoS metrics on each path such as delay,energy and bandwidth. To avoid
single path failure, it use multi-path approach. The main idea here is to
minimize the average of QoS during lifetime of network.

• SPEED protocol : It's a routing protocol that provides real-time end-to-
end guarantee. It cares about desired delivery speed in network. So the
advantage of this method is to performs better in terms of end-to-end
delay but it doesn't support energy consumption policy.
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Chapter 3

Routing protocols for

EH-WSN

In this chapter we are going to describe some routing protocols for EH-WSN.
As we discussed in previous chapter, in WSN each node has a �nite energy
storage element such as batteries. So the goal of e�cient routing algorithm is
to minimize the energy consumption and maximize the lifetime of network.

The recent advances in ambient energy harvesting technologies allow a sensor
node to get power from environment instead of using batteries. Each node has
energy harvesting device which converts ambient energy into electrical energy. In
following chapter we will discuss about the goal of EH-WSN routing algorithm
and the basic algorithm for �nding a max �ow in network. Section3.3 describes
sustainability in a network and how to compute the maximum energetically
sustainable workload. The last section describes seven routing algorithms which
are suitable for EH-WSN with all their details.

3.1 EH-WSN routing algorithm overview

In this kind of routing algorithm the goal is not maximizing the lifetime of net-
work, but is maximizing the workload in the energy-harvesting network. At
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the same time we should consider the possibility that environmental power
sources changes over time, so we should de�ne a dynamic routing algorithm
that adapt itself with the variation of environmental conditions. In general, a
node consumes energy in three stages: sampling, processing and relaying pack-
ets. Routing algorithm in most of the time is responsible for packet relaying.
For example in the same area if there are some nodes equal to each other, the
routing algorithm should choose the energy optimize path.

As explained before our goal is to maximize the workload in the energy-harvesting
network and at the same time we know that routing a�ects on workload of the
node, so to reach our goal, we should choose a good routing algorithm.

3.2 Ford-Fulkerson Algorithm

This section explains the Ford-Fulkerson algorithm. This algorithm is a basic al-
gorithm that later will be extend to evaluate the sustainability of two considered
energy harvesting routing algorithms such as (R-MF) and (R-MPRT).

The aim of Ford-Fulkerson algorithm is to compute the maximum �ow in net-
work. It associate costs with network links and try to route packet from source
to destination along path with the minimum cost.

There are several paths from source to destination and each of them has a
bottleneck edge. Bottleneck edge is the edge with minimum capacity on that
path. The maximum �ow unit that we can send through the path is equal
to minimum capacity of that path. By passing from each path,should try to
saturate at least one edge. Saturate means use all the capacity of that edge.
The algorithm uses residual graph which shows remain capacity in each edge
after each algorithm iteration.

The following points are important for the algorithm:

• Equation 3.1 means that the �ow from each edge cannot be more than the
capacity of that edge.

∀(u, v) ∈ Ef(u, v) 6 c(u, v) (3.1)

• Equation 3.2 means that in all the nodes except source and destination
the amount of incoming �ow it is equal to outgoing �ow.
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∀u ∈ V > u 6= s and u 6= t⇒
∑
w∈V

f(u,w) = 0 (3.2)

Now as explanation of the residual capacity we can say that:

cf (u, v) = c(u, v)− f(u, v) (3.3)

It means that new capacity is equal to old capacity minus the �ow that is passing
in that direction.

Algorithm Ford-Fulkerson

Input: Graph G with capacity c, source node s and destination d.

Output: Flow f from s to d which is the maximum �ow.

• f(u, v)←− 0 for all edges (u, v) ∈ p In �rst step we assume the �ow of all
edges as zero.

• While there is a path from s to d such that cf (u, v) > 0 for all edges
(u, v) ∈ p:

1. Find cf (p) = mincf (u, v) : (u, v) ∈ p
2. For each edge (u, v) ∈ p
f(u, v)←− f(u, v) + cf (p)

Here we explain the algorithm by using an example:

• The Figure 3.1a shows the original graph by showing capacity in any
edge,which is the maximum �ow you can send from that edge.

• In �rst step in Figure 3.1b we assume that all the edges has the �ow at
zero and we try to show the residual capacity in another edges.

• Iteration 1: In Figure 3.1c we have to choose one path in the graph, for
�rst step we choose the path [s,1,d] and by take a look at Figure 3.1b we
choose the minimum capacity in that path which is �ve. Then count the
�ow and capacity through formula as explained before.

• Iteration 2: In second iteration in Figure 3.1d choose the path [s,2,d].
The minimum capacity which can be �nd in Figure 3.1c is three.
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(a) Original graph (b) Graph with residual energy

(c) Iteration 1 (d) Iteration 2

(e) Iteration 3 (f) Iteration 4

Figure 3.1: Ford-Fulkerson example
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• Iteration 3: In this step we choose the path which pass from node two
and four as [s,2,4,d]. As shows in Figure 3.1e The minimum capacity is 4.

• Iteration 4: In Figure 3.1f By choosing the path [s,3,4,d]and minimum
capacity of two , we have already passed from all the path from source to
destination.

• In this step for counting maximum �ow, we have to sum all the minimum
capacity that we found in previous steps. So as a result:

5 + 3 + 4 + 2 = 14

3.3 Energetic sustainability of routing algorithm

for EH-WSN

As already hinted in overview the aim of EH-WSN routing algorithm is to
increase the workload. But for some algorithms of this category such as R-MF
and R-MPRT, the concept of sustainability is also considered [30]. Sustain-
ability means that each node should not consume more energy than the energy
it can harvest over a period of time.

In this section we try to collect all the information presents in literature about
energetic sustainability of routing algorithms in EH-WSN, discuss about how
to compute the maximum energy sustainable workload and how to evaluate the
sustainability of algorithms.

• EH-WSN model

1. Power model: The energetic sustainable routing algorithm should
be aware about the concept of packet energy (pE), which is the
amount of energy used by each node to process a packet. It should
be also aware of available power (AE), which show the amount of
available power in each node.

Packet energy contains all the needed energy for producing, process-
ing and directing packet in a path. Both producing and process-
ing , can be constant value [31], but transmitting energy is related
to the distance between source and destination. In fact there is a
quadratic relation between distance and the amount of power con-
sumption pE = pE0 + PE1.d2, as explained in [32].

Consider that packet energy is not the only power used in WSN.
There is also power usage in idle time, wait to receive events or lis-
tening for incoming packets.
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In this kind of routing algorithm since we are attracted in sustain-
ability of the workload, we just consider such a node with positive
available power. It means that a group of nodes spends power in idle
state lesser than the power that they get from environment.

2. Network model: We de�ne EH-WSN as a graph G = (V,E)
where V is is the set of nodes (vertices) and E is the wireless link
(edges). Take into account that there is an edge between two nodes
if they can send a packet in that channel. Each node is commented
with available power.

3. Workload model: We use sensor network in case of monitoring en-
vironment or detect an event. In any event ,the data that will be sent
can be continuous or random any time that an event occurs. In our
project we care about monitor environment and collect information.
All sensors sense the area periodically and send the data that has
been collected to the base station.

• Energetic Sustainability: To evaluate the optimal routing algorithm
we should examine the Maximum Energetically Sustainable Workload
(MESW) of a given routing algorithm,which represent a workload that
can be energetically sustainable in a given routing algorithm. It is also
need to examine the Optimum MESW (MESW opt) that express the
MESW of the best routing algorithm.

To evaluate how much the packet energy can be sustained with the envi-
ronmental power we de�ne recovery time (Te). This is the time required
by each node to harvest an amount of energy used to receive and transmit
a packet through a path. As a result the following relation exists between
environmental power (Pn) and packet energy(Packet energy (pEe)).

Te =
pEe
Pn

(3.4)

Another main quantity is Channel capacity (Ce) [30], which is the max-
imum packet rate across an edge. The channel capacity has an inverse
relation with recovery time. It means as much as the time for receiving
energy increase, the maximum rate decrease.

Ce =
1

Te
(3.5)

The �ow Fe from edge e, as explained in Ford-Fulkerson algorithm, is
limited by energetically sustainable channel capacity so:

Fe 6 Ce =
1

Te
=

Pn
pEe

(3.6)
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This networks with constrained edges to a given channel capacity are called
�ow network. For �nding a maximum �ow in this network we use Ford-
Fulkerson algorithm that described before. At the same time we shouldn't
forget the fact that all the edges belong to one node should share the same
amount of power (the available power in source node). So when we want
to de�ne the channel capacity it is not enough to just think about the
maximum packet rate across each edge, we should also consider another
concept which is called node-constrained �ow network [30], it point out
that the �ow from any edge is not limited just with capacity of that edge,
it is also limited by the overall budget power of that node.∑

e exiting from n

FepEe ≤ Pn (3.7)

This concept is not used in Ford-Fulkerson method. Because as we ex-
plained, this algorithm is edge-constrained and doesn't take an account
the idea of node-constrained.

We want to evaluate how much a MESW of a given routing algorithm is
similar to the optimal one MESWopt, in this way we can have a comparison
metrics between the proposed routing algorithm. These quantities can be
computed as follow:

1. Computing MESW opt: To evaluate MESW opt we have to extend
Ford-Fulkerson method, because this algorithm give us the maximum
�ow in the network without considering the idea of node-constrained.
So we have to use the extension version of Ford-Fulkerson which
explain in [33].

2. Computing MESW: The authors of [30] try to explain an algo-
rithm for estimating the MESW in a routing algorithm. The base
of this algorithm is on using the minimum residual power. It is the
di�erence between the available environmental power at node n and
the power usage to sustain the workload.

The authors in [30] try to evaluate two routing algorithms(R-MF and R-
MPRT) by using the concept of MESW and simulation. Their result say
that these algorithms show good sustainability.

3.4 EH-WSN Routing algorithms

This section presenting a literature survey on routing algorithms, which are suit-
able for Energy Harvesting Wireless Sensor Network (EH-WSN), are reported.
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3.4.1 Randomized Max-Flow (R-MF)

This algorithm is one of the energetic sustainable routing algorithm forEH-WSN.

Each edge is assigned with:

Capacity =
harvesting rate of the transmitter

packet energy
(3.8)

This routing algorithm is based on using an o�-line routing table, stored in each
node that shows the node links used for packet transmission. The probability
to use the edge i in node n is proportional to the max �ow from that edge. For
�nding the node-constrained maximum �ow in each edge we have to use the
extension version of Ford-Fulkerson method.

3.4.2 Energy-opportunistic Weighted Minimum Energy (E-WME)

This routing algorithm provides energy aware framework with energy replen-
ishment. It tries to use the important part of two following routing algorithm.
Algorithm 'ME ' trying to achieve a minimum energy routing and algorithm
'max-min', trying to choose a node with high residual energy. As we know
most of the EH-WSN protocols for routing use the residual energy, meanwhile
E-WME uses both residual energy and the replenishment rate of the transmit-
ter.

As shown in [34], choosing the shortest path with taking into account the cost
function is a good option. This cost function is the combination of residual
energy and the cost of replenishment rate.

In this algorithm, resources are allowed to re�ll energy storage and each node
just have information about short-term energy replenishment [35]. Replenish-
ment can happen at di�erent rates. There is possibility to have constant re-
plenishment rate or �exible rate, but here we describe the algorithm in case of
constant replenishment rate (in time) for each node. We should also consider
that there is possibility that di�erent node has di�erent replenishment rate.

The algorithm works really simple, we assign a cost to each edge, which is based
on residual energy and replenishment rate. Then �nd a shortest path with
respect to this metric. For each edge this metric has been modelled as [36]:

cu =
EM,u

(pu + ε) log(µ)
.(µλu − 1).e (3.9)
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Where pu is energy replenishment rate, EM,u is battery capacity, λu is the power
depletion ,e is the energy needed to send a packet to neighbor nodes, µ and ε
are constant.

The λu shows the power depletion index and it can be de�ned as:

λu =
EM,u − EC,u

EM,u
(3.10)

That EC,uis the available energy exactly before processing the packet.

After de�ning the cost for each link we should �nd the minimum path cost to
send data. We assume a path cost for sink is equal to zero. Every time the node
n receive a beacon from node i ; add the cost link between node n and node i to
the cost function of node i and then compare this result with the path cost to
the sink that already have. Then choose the minimum one as a path cost from
that node to the sink.

The algorithm gives results in a good performance because:

1. As we mentioned, it is a mix up the idea of minimum energy routing and
residual energy. As an example, if in the routing path, we have two parallel
link which receive and transmit with the same residual energies, we can
choose the link with the minimum energy. In other hand if we have two
nodes with equal link energy cost, we choose the node that has the larger
residual power.

2. In a network if the re�ne rate is di�erent between nodes, the algorithm
tries to choose nodes with faster energy renewable in the path.

3.4.3 Randomized Minimum Path Recovery Time (R-MPRT)

This algorithm has two versions. We refer to the original one as R-MPRT-org
and to the modi�ed algorithm as R-MPRT-mod.

3.4.3.1 R-MPRT-org

This algorithm is really similar to theE-WME discussed before. But with a
simpler cost function.
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Choosing a route at each node is based on energetic sustainability information.
The idea is the same as E-WME, choosing a shortest path with considering
the cost function. We can de�ne a cost function to each edge as:

cost =
Packet energy

Harvesting rate of the transmitter
(3.11)

This cost function is the inverse of cost function in R-MF, so the probability
to send a packet in the path is inverse proportional to the corresponding path
recovery time. Because cost function is the same as recovery time here. As
explained before recovery time is the time needed to harvest energy needed for
packet transmission.

The algorithm requires local knowledge of the network, because for sending the
packet to other nodes, it should know about their cost function and choose the
minimum one for sending data. The responsibility of sending the information
of each node to the local neighbors is within the beacon transmission.

For each path to the sink should compute the cost function of that path. At the
end should choose the shortest path from each node to the sink which explained
in 3.4.2 how to do it.

Routing table in this theory is dynamic because it depends on the harvesting
rate of each node.

3.4.3.2 R-MPRT-mod

The author found that this modi�ed version performs much better when it uses
available energy of the transmitter instead of using the harvesting rate. The
author do not support this claim by providing any evidence.

cost =
Packet energy

Available energy at the transmitter
(3.12)

3.4.4 Randomized minimum path energy (R-MPE)

This algorithm works base on the minimum energy required to reach the sink
[30]. Path energy information (Epath) is sent downward within a message and
stored in the local routing table of each node.

This information propagation starts from the base station which has Epath equal
to zero. When the message reach a node n, from edge i, it updates the packet
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energy required by that edge in the routing table :

Epathi = Epath+ pEi (3.13)

The probability of sending packet from an edge is inversely related to the cor-
responding path energy.

3.4.5 Energy Harvesting Opportunistic Routing Protocol
(EHOR)

This is the opportunistic routing protocol for multi-hop WSN-HEAP (powered
by ambient energy harvesting). This algorithm uses opportunistic retransmis-
sion, it means that in the routing if one node fail we can use another nodes
for transmit data packet. Another challenge of this method is to choose opti-
mal forwarder. As we know predicting the next awake nodes is di�cult, since
the rate of charging is dependent on environmental factor. So it works in the
base of partitions nodes into regions and then gives the priority to them for
transmission. This priority is based on the proximity to the sink and residual
energy.

3.4.5.1 Tra�c and energy characterization

In WSN-HEAP there is the energy-harvesting device that converts ambient
energy to electrical energy. Also there is energy storage device, which it stores
the energy, has been harvested from the environmental. When enough energy is
harvested the transmitter starts to work and continuously broadcast data packet
till the energy �nish. Then it will turn o�. This process repeats again in the
next cycle.

3.4.5.2 Node classi�cation:

• Relay node: It uses to forward data packets from the source to the
destination. When it receives any data packet, it would bu�er the data
packet and schedule it for transmission. Relay node can be three di�erent
phases: charging state, receive state and transmit state. At �rst it is in
charge mode, after storing enough energy, if it has data packet to send, it
start to transmit
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• Source node:: It works the same as relay node, but it doesn't have the
phase of transmitting data after receive it. It will send its own data in the
transmit time. Every data packet has a unique ID

• Sink:: This node is connect to the main power and collects all the data
in network.

3.4.5.3 Regioning in EHOR

For sending a packet from each node to the sink should know the forwarder
nodes. A node is in the forwarding stage of the sender if its distance to the sink
be less than the distance of sender to sink.

This algorithm divide the possible set of forwarding neighbors into several re-
gion. The number of region depends on the available candidate for forwarding
and average energy harvesting rate.

A node is sending data by itself or has duty of forwarding data. If a node receive
data from other source node and distinguish that is not within the forwarding
region of sender it will not forward data otherwise it tries to �nd the other region
to transmit.

Each region has an ID which calculate by knowing the distance of the sender to
that region as explain complete in [2]. As much as the region be closer to the
sink in compare of other regions it has lower ID. Node with lower region ID has
more priority for forwarding the packet.

3.4.5.4 Performance

The performance of the EHOR will increase if we choose the priority of the
region based on the amount of energy left in the node, in addition to the distance
from the sender. Nodes further away from the sender have more priority for
forwarding data but the sender should have enough energy to send data far
away. There is a factor β which shows the forwarding priority base on residual
energy and distance to the sink.
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3.4.5.5 Routing behavior

As we said, there are three possible phases for each node such as charge phase,
transmitting or receiving phase. In a network with n region, any node has n-1
receiving time slots for each region and 1 transmission time slot. When node
charges with enough energy, it is ready to participate in receiving packet. If
it receives a packet in any of its time slots, it can distinguish the region which
packet came from. Then if the region is further from the sink than its own
region, it caches the data and wait till reach its own transmitting time slot. In
transmitting time, it choose the next region with considering their priority for
forwarding, in base of distance to sink and have enough energy. Then it will
start to transmit.

3.4.6 Geographic Routing algorithm

In these three algorithms we should consider that each node knows its own
location, by using the localization algorithm or by programming into nodes [37].
These algorithms are broadcast-based geographic routing algorithm.

3.4.6.1 Geographic Routing (GR)

This algorithm is also called with di�erent name such as directional geometric
and location-based [38]. The algorithm is based on two concepts: First all
the nodes have information about geographic position of themselves and their
neighbors. Second when source start to send a packet, it knows about the
position of destination.

If a node which is more near to the sink than the sender receive a packet in
its receive time;bu�ering the data and then at the end of receive time, if the
channel is free, it will transmit the packet.

3.4.6.2 Geographic Routing with Duplicate Detection (GR-DD)

As it explain in [39], this algorithm is the extension version of GR, the di�erence
is that, when a node receive a packet from a node which is located further from
sink than it, it will check whether it received the same packet before or not. If it
received the packet before, the packet is discarded to reduce unnecessary power
consumption.



42 Routing protocols for EH-WSN

3.4.6.3 Geographic Routing with Duplicate Detection and Retrans-
mission (GR-DD-RT)

The procedure of this algorithm is the same as GR-DD, it means that it works
with utilizing the duplicate packet. But there is one part more in compare of
GR-DD, in fact if a node is fully charge and it is in transmitting time, but
there is no more new packet then it starts to resent the previously sent packet.

3.4.6.4 Comparison

From simulation of these algorithms, we can �nd that increasing the number
of node in network has a direct e�ect on delivery ratio in GR-DD. Since
the number of nodes in transmission range of each node increase, the number of
node, which can receive a packet from sender, will increase. But inGR-DD-RT
it's not the same. In this algorithm each node re-transmit the packet as many
time as possible, so the energy consumption and the probability of collision goes
high. As a result the delivery ratio decrease.

About the throughput of the network (T) (the rate of data packet received
by the sink including the duplicated packet) GR-DD-RT performs the best.
Because all the nodes at the end of receive time try to transmit packet, it does
not matter if they transmit a new one or re-transmit the old packet.

But throughput is not a good metric in this theory, because the sink doesn't
accept duplicate one. So we should de�ne goodput that shows the rate of unique
packet receive by sink. In comparing goodput we can say that GR-DD-RT, in
case of node density less than a given threshold, performs better than GR-DD.
In e�ciency, means the ratio of goodput to throughput (the probability of re-
ceiving unique packet by sink) the GR-DD algorithm is more powerful.

3.4.7 Distributed Energy Harvesting Aware Routing Al-
gorithm (DEHAR)

As we know the goal of WSN is to have a long lifetime or continuous operation.
To reach to this goal, it is important to �nd an optimize routing algorithm to
harvest energy in the network. Here we present an adaptive routing algorithm,
which can �nd optimize path from source to destination base on the information
which it has from neighbor nodes [40].
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All the nodes have information about the energy level of themselves and their
neighbors. So it is possible to count the local penalty for each node which is
inverse proportional to the energy level. We capture the global information in
all nodes as distributed penalty. This distributed energy shows the cost (energy
wise) of sending packet from that node to destination. At the end these local
penalties and distributed penalties combine together and count as total penalty
which is known to the node.

For routing a packet toward base station this algorithm consider the penalty
of each node and then count the shortest path. Should take into account that
shortest path means the path that consume energy less than other path.

3.5 Evaluation and selection of routing protocols

In the previous section we analyzed some protocols from literature. They are
based on energy harvesting paradigm and their goal is to increasing the work-
load ,but some of them like R-MPRT in addition of increasing workload, also
support the idea of sustainability. At the same time we found in literature there
are more information about another algorithm which is E-WME. Our purpose
in this thesis is to select some good routing algorithms and do some experiment
on them. For choosing these algorithms we rely on literature. Literature is
more focused on three routing algorithms and there are more information about
them. So for doing our experiment on Routing protocols in EH-WSN we chose
E-WME,R-MPRT-mod and R-MPRT-org algorithms as our candidate.
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Chapter 4

Simulation

In previous chapter we chose three algorithms(E-WME,R-MPRT-org,R-MPRT-
mod) as candidates to do analysis. Testing in real condition is not feasible so
we have to use simulation to virtually model the networks and do experiment
on them. We chose to use Matlab as simulation environment because it o�ers all
the required tools and utility so we can focus our e�ort only on the simulation.

This chapter explores the Network model,Routing model and the simulator ar-
chitecture has been designed for the analysis.

4.1 Network model

This section explores how network is modelled and implemented. The main
goal is to implementing a random network which has some speci�c properties.
A topology can be declared with the net(num,a,range,nzone,seed) command,
where:

• num: De�nes the number of nodes that are present in the network.

• a: De�nes the area AxA of our network.
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• range: De�nes transmission range for the node.

• nzone: Is used for de�ning the number of zone.

• seed : Each seed gives us a speci�c topology.

All of this information will be chosen by user.

4.1.1 Node

Network compose of di�erent nodes. The number of nodes can be de�ne by user,
but the location should be choose randomly. This random place is produced by
using a Matlab function which is called 'randi '. By using this function we can
generate random X and Y values between 0 and a which indicates the position
of the node. These two lines show how to use randi function to create the
random nodes.

1 Node( i ) .X = randi ( [ 0 , a ] , 1 )
2 Node( i ) .Y = randi ( [ 0 , a ] , 1 )

Listing 4.1: Random Node placement

Note that for the sink, de�ned as Node(1), the position is �xed to (0,0) for all
the random topology.

4.1.2 Zone

Whole network area can be divided to di�erent regions which are called zone.
Zones groups a bunch of nodes and gives them some common properties, for
example harvesting rate. The number of zones will be de�ne by user and it is
de�ned as a properties of the node. How to divide the whole area into di�erent
zones such a way that no overlap occurs was challenging. Finally by using the
'voronoi ' function in Matlab, the problem has been solved.

To work with 'voronoi ' function �rst we should produce some random seed for
each zone. Each region seed has a random X and Y value that can be produced
by function 'randi '. Then voronoi decomposes the space around each seed(i)
into a region of in�uence R(i). The way that it divide the region is simple, it
takes into account that all the points in one zone are more near to the seed of
their zone than the seed of other zones.
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The Figure 4.1 shows an example of how voronoi function by giving random
seeds, divide the area into nine zones. Then by using the functions in Listing
4.2, we can �nd out which node belong to which zone.

1 dt = DelaunayTri (X( : ) ,Y( : ) )
2 pid = neares tNe ighbors ( dt , [ X,Y] )

Listing 4.2: Finding out the zone of each node

For example Node(8,2) belongs to zone 7.

Figure 4.1: Voronoi partitioning example

After plotting our network with di�erent zones, we found out for some zones
have no border, to address this issue we had to put some limits for our zones,
this can be seen in the Listing A.6.
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4.1.3 Link

A link is used to connect two nodes. If the distance between two nodes is less
than the transmission range then we can create a link between them. Each link
in our model is a bidirectional link, this is implemented with two one-directional
link. Each node has at least one inLink and one outLink. Each link has its own
properties such as Cost, TXNode and RXNode. Note that Cost properties is
explained in routing section. For each link TXNode and RXNode show which
node is transmitter and which node is receiver of that speci�c link.

Figure 4.2 shows a basic network model with some Nodes,Links and Zones and
the relation between these elements.

Figure 4.2: Example of network model

4.2 Routing algorithm model

We intend to analyze how routing protocols behave in di�erent working condi-
tion. For modeling our routing algorithms �rst we de�ned Cost to each link.
Then by using some algorithms, found the shortest path cost from each node to
the sink. Cost is di�erent in the three candidate routing algorithms.
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4.2.1 Cost function

For computing cost function in algorithms,should have some knowledge about
packet energy ,available energy and harvesting rate.

4.2.1.1 Harvesting rate

Harvesting rate of each node shows the rate of harvested energy for that node,
this varies for di�erent nodes in function of the zone to which they belong.
Each zone in network has random value of harvesting rate. So all the nodes are
located in one zone has the same harvesting rate. We assumed that harvesting
rate for sink is in�nitive.

4.2.1.2 Packet energy

Packet energy de�nes the energy required for sending data to node n. As we
explained in subsection 1.2.2, in asynchronous MAC protocol which is suitable
for EH-WSN, a node with some data to transmit always wait for a beacon to
start the transmission toward the beacon source.

Node needs to wait for receiving beacon, this waiting time is called "Idle-
Listening". For sure in this period nodes need some energy to survive. This
energy can be calculate by using the following statement:

1 I d l eL i s t e n i n g = (Node (n) . BeaconPeriod / 2) ∗ Prx

Listing 4.3: Idle_Listing Cost

Another factor which a�ects the packet energy is TransmissionCost which is the
energy needed to send a packet, this quantity can be computed by

1 Transmiss ionCost = (L/R) ∗ Ptx

Listing 4.4: TransmissionCost

Prx and Ptx are properties of our transceiver which are explained in section 4.3.
So the total formula for counting packet energy is:
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1 PE = Transmiss ionCost + Id l eL i s t e n i n g

Listing 4.5: Packet energy Cost

4.2.1.3 Available energy

This quantity shows the amount of energy that each node has before processing
the packet. This parameter is simulation related and will be explained better
in Section 4.3

4.2.1.4 Cost computation

The formula for counting cost function is di�erent in three algorithms.

• Cost in E-WME algorithm: The cost for this algorithm compute in
this way:

1 co s t = ( cap /( ( Net . Node (Net . Link ( i ) . TxNode) .HR + ep s i l o n ) ∗
log (mu) ) ) ∗ (mu .^ ( ( cap − Net . Node (Net . Link ( i ) . TxNode) .AE
) / cap )−1) ∗ (Net . Node (Net . Link ( i ) . RxNode) .PE) ;

Listing 4.6: E-WME cost

This cost function is written by using some metrics such as: harvesting
rate of transmitter, battery capacity, available energy, packet energy, µ
and ε , the last two are constant. µ � 1 is acceptable and ε is small
positive.

• Cost in R-MPRT-org algorithm: In this algorithm we de�ne the cost
function by using the packet energy and harvesting rate of transmitter.

1 co s t = (Net . Node (Net . Link ( i ) . RxNode) .PE) / (Net . Node (Net . Link (
i ) . TxNode) .HR)

Listing 4.7: R-MPRT-org cost

• Cost in R-MPRT-mod algorithm: This algorithm is the modi�ed ver-
sion of previous algorithm. Instead of using harvesting rate of transmitter,
it uses available energy of transmitter.
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1 co s t = (Net . Node (Net . Link ( i ) . RxNode) .PE) / (Net . Node (Net . Link
( i ) . TxNode) .AE)

Listing 4.8: R-MPRT-mod cost

4.2.2 Path cost

After setting Cost to each link, we can compute the minimum path cost from
each node to sink by using a recursive path cost function. In this function as-
sumed that path cost of sink is zero, whenever a node receive beacon from other
node recompute the minimum path cost to the sink. The complete explanation
is in the section 3.4.2.

4.3 Simulator Architecture

In previous steps we described a way to model a network and de�ned how to
compute path cost from each node to the sink. This section reports simulator
architecture used in this thesis work and the transceiver features that we used
in our simulation.

The simulator should be con�gurable in such a way to analyze some metrics
which will be use later for experimental purpose, these metrics are:

• Throughput(Packets per second)

• Collision rate

• Lifespan(Seconds)

Simulator works base on the concept of event driven. For each simulation gives
a set of random event . This event can be mainly three types:

• Data forwarding

• Beacon transmission

• Data transmission
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In simulator function �rst we initialize the network and variables After that we
initialize the simulation parameter like; condition when the simulation should
stop and when the routing path should be recompute.

Simulator stops to work in two cases: if it reach to the maximum time of
simulation or one of the node die. We con�gure that node die when the available
energy of a node goes below of zero.

To update the routing path,update threshold has been de�ned so whenever the
available energy of battery goes below of this threshold the routing algorithm
recompute the path.

4.3.1 Transceiver

Each node in WSN has di�erent component,Micro controller unit (MCU), a
storage unit,Analog to digital converter (ADC), power manage unit and Radio-
Frequency (RF). These component are shown in Figure 4.3.

Figure 4.3: WSN Components

The important part of WSN node is the RF Transceiver. The reason of using
transceiver is to realize the wireless communication among the nodes.
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In our simulation we suppose to use theCC2500 (Figure 4.4) which is a 2.4GHZ
transceiver. It is designed for very low power wireless application. It has di�er-
ent features such as Radio frequency performance, Analog and Digital controls
and low power design. The simulator will use some parameter of this transceiver
such as :

• R = 500*1024 Kbps

• Ptx = 0.0538 watt

• Prx = 0.0425 watt

Figure 4.4: CC2500 Transceiver

4.3.2 Simulation parameter

To create di�erent simulation con�guration the simulator de�nes di�erent pa-
rameters that are listed below.

As explained before the simulation is event driven. Each of these event has their
own �ring time, this time shows the time that event should start. To calculate
this event time we use simulation time and the concept of sense period and
beacon period.

4.3.2.1 Sense Period

Node sends data event after each sense period. Sense period includes the period
that node should wait for the beacon,receive beacon,send data and then go back
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to sleep.

Figure 4.5: Sense period

Sense period controls how much tra�c we generate for every mW of power
harvested. This period for each node is inversely proportional to the harvesting
rate of that node. As much as the node have more harvesting energy,the period
of packet generation and transmission decrease.

Sense period formula in our assumption as it is shown here, is composed of two
variables: B shows how often transmit data for each mW of power harvested;A
de�nes an o�set to the sense period of each node:

1 Sp = A + (B/Node (n) .HR)

Listing 4.9: Sense period

Note that A is the parameter that a�ects all the network, instead B is related
to each node, so changing A will a�ect the total amount of produced data in
the network meanwhile changing B will a�ect only the produced data for each
node i.

4.3.2.2 Beacon Period

It shows how often a node should send beacon. It is made by the parameter C
over the harvesting rate. For changing the beacon rate of each node the only
possibility is to changing parameter C.

1 BP = C / (Node (n) .HR∗1000)

Listing 4.10: Beacon period

iHR is group related variable.



4.3 Simulator Architecture 55

4.3.2.3 Others parameters

Other parameter for the simulation are:

• Num:number of nodes

• Range:Node transmission range which in our simulator is 400 meters.

• a:Field area which in our test is 1000 meters.

• nzone:De�ne the number of zone which is 20.

• SP:Sense period for each node is used to show the tra�c of the network
and it composed of variable A,B and harvesting rate of the node .

• BP:It shows the frequent of sending beacon in network and it composed
of variable C and harvesting rate of each node.

• ε: This constant use in calculating cost function of E-WME routing
algorithm with the value of two.

• µ: Which is a constant in cost function of E-WME routing algorithm
with the value of three.

• Ptx:Transmit power of transceiver with the value of 0.0538 watt.

• Prx:Receive mode power is 0.0425 watt.

• R:Maximum data rate up to 500 * 1024 Kbps in transceiver.

• B:The length of beacon can be 8*8 bits.

• L:Length of data is de�ned to 16*8 bits.

• Battery capacity:Is 1.476 Joules.

• Seed:is a number used to initialize a pseudo random number generator.
Any seed gives us a new topology.

4.3.3 Event �ow

Using the concepts of Beacon period and Sense period is making possible to
de�ne the event timing. Beacon event time for the �rst generation of event is:
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1 Event . Time = Net . Node ( i ) . BeaconPeriod∗rand

Listing 4.11: First beacon event time

for data event:

1 Event . Time = Net . Node ( i ) . SensePer iod ∗rand

Listing 4.12: First data event time

For each node, both the event time is a random value related to Sense period
and Beacon period. All the nodes make their events and put them in the waiting
list. The priority of this queue is event time, any event that has smaller event
time start �rst.

Every time the event happens, a new event of the same type is added to the
queue with new random event time refer to the current simulation time,beacon
period and sense period. The process of adding new event to the queue give us
possibility to always have some event to simulate.

In every Beacon event, simulator compute the time passed from the last event
till current one in the same node. This harvest time is used to compute the
harvest energy in that node in this way:

1 HarvestEnergy = (Net . Node ( i ) .HR ∗ value ) /1000

Listing 4.13: Harvest energy computation

At the end this harvest energy over the total battery capacity add to the current
battery level to compute the available energy in the energy storage device.

1 Net . Node ( i ) .AE = min(1 , Net . Node ( i ) .AE + HarvestEnergy/
BatteryCapacity )

Listing 4.14: Available Energy computation

Note that maximum value of available energy is one. Available energy shows if
we have enough harvested energy for continue or not. Every time that a new
beacon event arrives or data wants to transmit, the available energy is computed,
if this value is less than zero the simulation stops because the node is died.
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If the available energy support beacon event, the node that generated the beacon
event check how many nodes use this beacon source node as next-hop.If this
value is equal to one it means that only one node wants to forward data through
the "beacon's node", so we have a normal transmission. Instead, if this value is
greater than one, multiple nodes want to use it as next hop so we have a data
collision.

If the receiver of data is not the sink the simulation put an event to the queue
to forward this data toward the sink. As we know next hop can be calculate
from recursive path cost function.

When Data event arrives it says which time the data generated and ready to be
transmitted and, it highlights which node is the originator of this data. Every
time that a Data event is captured the available energy for the event node will
be check, if it is less than the update threshold the path cost is recomputed.

The simulation infrastructure which is proposed, as can be seen in next chapter ,
fully address all the needing on a complete and a reliable testing for our routing
algorithm candidates.
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Chapter 5

Simulation Runs

Currently three routing algorithms are chosen for analysis. Since the idea of
EH-WSN is new, the experiments has been planned step by step. After each
step, the data are analyzed to plan the next step. Therefore each step gave a
new idea on how to continue with experiment.

5.1 Analysis metrics for simulation runs

The simulator was prepared to show some analysis metrics. These metrics can
be classi�ed in three groups.

• Throughput: Which present the number of packets received by the sink
per second.

• Lifespan: This metric present the life time of network.

• Collision rate: It expresses how many transmitted packet collide over all
the transmission.
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The analysis parameters are totally dependent to the con�guration of the net-
work, therefore by changing the network con�gurations we can see how these
metrics will change in each of the three algorithms.

Our interest is to �gure out how parameters like beacon rate, di�erent data
tra�c and number of nodes a�ect the analysis metrics. The data tra�c can
be changed tuning the sense period. Sense period is the total period that each
node wait for the beacon, receive the beacon and send data(see section 4.3.2.1).

Beacon period de�nes how frequent a beacon is sent (see Section 4.3.2.2).

5.2 Simulation �ow

In the following section is reported how we tuned all the simulation parameters
in di�erent scenarios to analysis the performance of analysis metrics. In the
following experiments some parameters are set as a default such as:

a(meter) Range(meter) nZone ε µ Ptx(watt)
1000 400 20 2 3 0.0538

Rrx(watt) R(Kbps) B(bits) L(bits) Battery Capacity (J) •
0.0425 500*1024 8*8 16*8 1.476 •

Table 5.1: Constant parameters

5.2.1 Di�erent topology

This subsection explores some experiments on di�erent topologies to analysis
the performance of analysis metrics and take some logic conclusion for further
experiments.

5.2.1.1 Topology experiments

In this part we want to analyze Throughput and Lifespan metrics of algorithms
in di�erent topologies.
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1. Throughput analysis in di�erent topologies: In this experiment we
focused our attention on the comparison of three routing algorithms, trying
to �nd out which algorithm gives the highest average packet per second.
We run the simulation with �x con�guration but in di�erent typologies.

In this experiment we used the constant parameters of simulator which is
reported in table 5.1 and other variables which are mentioned here:

• Num = 100

• C = 600

• A = 0

• B = 20

We took the results of di�erent topologies such as [30,40,1,10,20,42,56,17].

As you can see in Figure 5.1 is not easy to �nd which algorithm has the
highest throughput because there is no stable trend in di�erent topologies.
For instance in topology (42) R-MPRT-mod algorithm has the highest
throughput, but in the same condition in another topology like (40) R-
MPRT-org has the highest packet rate.

Figure 5.1: Throughput of algorithms in di�erent topologies

2. Lifespan analysis in di�erent topologies: Here we tried to �gure
out how increasing the number of node could be a�ect on the lifespan
of network. We did the experiment with di�erent topologies, such as
[40,10,42,17], with this simulation parameters:

• Num =[20,50,100]

• C = 600
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• A = 0

• B =20

As it is shown in Figure 5.2; In all candidate routing algorithms with
increasing the number of node in di�erent topologies, the end time of
simulation doesn't follow a constant trend.

(a) R-MPRT-mod algorithm

(b) R-MPRT-org algorithm

(c) E-WME algorithm

Figure 5.2: Lifespan in di�erent topologies with increasing number of nodes
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5.2.1.2 Topology classi�cation

From the previews experiments we can see that analysis metrics do not have the
same behaviour in every topologies. More in depth, from �rst experiment we
have seen that topology(17) has a signi�cant lower throughput respect to the
average of other topologies, so we have decided to categorize these topologies
into two groups:

• Good topology: Out of 50 topologies that we tried, topologies like (40)
was the most common case as a good topology. In this kind of topology
there are some area with low energy and some area with high energy as
it is clear from the color of region in Figure 5.3. The algorithms can �nd
a path through red area to reach to the sink. So by passing the routing
from red area the network will be alive more.

Figure 5.3: Example of good topology

• Bad topology: Topology (17) is one of the example of bad topology.
As we can see in Figure 5.4 there is a big region close to the sink that
has low energy and the only way for all the nodes reach to the sink is to
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pass from that region. This interface (Node(10)) because of having low
harvesting rate, transmits beacon in a lower frequency. So other nodes
who are waiting for this beacon, should wait a lot for receiving this beacon.
Eventually their energy will be �nish in this waiting period and network
will be die soon.

It's obvious that, as much as node is close to the sink needs more energy.
In topology(17) the area with low energy to the sink rise the problem.

Figure 5.4: Example of bad topology

5.2.1.3 Results

For further analysis we have decided to concentrate our e�ort on good topologies
and to make the results more reliable, compute the metrics using the average of
di�erent good topologies.
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5.2.2 Di�erent number of nodes

The purpose of this experiment is to compare three algorithms in the case of
increasing number of nodes. We took the following simulation parameters to
our test in addition to some parameters which are �xed :

• Num =[50,60,70,80,90,100]

• C = 600

• A = 0

• B =20

Note that we did this experiment with using 50 di�erent topologies for each
number of node. We didn't do experiment with less than 50 nodes because
there is a high chance that network be disconnected.

5.2.2.1 Results

By doing this experiment we got some results that explained separately with
their reasons.

• Throughput :

Figure 5.5: Average throughput in di�erent number of nodes
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The Figure 5.5 shows the average throughput of three algorithms in the
case of di�erent number of nodes. All three algorithms have increasing
trend in their throughput. The reason is obvious because by increasing
the number of nodes the probability to have more data packet will be
increased.

Another point which is clear is that the E-WME algorithm has lower
packet rate in compare of other algorithms. To �nd the reason, we should
put our attention on the graph topology of this algorithm. In all the graph
topologies for E-WME algorithm, connection assumes star shape which
means many nodes use one node as their interface in the way toward the
sink.

Figure 5.6: E-WME algorithm

In Figure 5.6 node 29 have to send the data received from many nodes
to the sink. So we guessed that this star shape is the reason because
the E-WME algorithm has lower throughput than other algorithms. Be-
cause with sending data from di�erent nodes to one node the collision rate
increase and as a result the packet rate will be decrease.

• Lifespan:
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Figure 5.7: Average lifespan in di�erent number of nodes

From the Figure 5.7 we �gured out that the network which use R-MPRT-
mod algorithm has a bigger average lifetime in compare of R-MPRT-org.
The reason of this behaviour can be explained in this way: The two al-
gorithms basically are the same, their di�erence is in the way they de�ne
cost for each link. R-MPRT-org algorithm use harvesting rate concept.
So when the recursive path cost function wants to choose the minimum
path cost from each node to the sink, it will choose the node with biggest
harvesting rate as forwarder. In our simulator we have con�gured that
whenever the available energy of a nodes, which is in data event, goes
lower than threshold the routing path will be update. But because the R-
MPRT-org algorithm just care about harvesting rate and harvesting rate
of each node is constant, the next path will be the same as previous path.
In this way after �nishing the harvested energy of one of the node, the
network will die.

Meanwhile R-MPRT-mod algorithm uses the available energy of each node
for de�ning the cost function. As soon as the available energy of data event
node become lower than a simulation threshold, the path cost function
choose another path, choosing the node with more available energy as a
forwarder. So the node with low available energy have time to replenish
energy. Therefore the life time of network with R-MPRT-mod algorithm
is more than the network with R-MPRT-org algorithm.

Another interesting point is that the average lifespan of R-MPRT-mod and
E-WME algorithms are improved by increasing the number of nodes.
When we enhance the number of nodes it means to add more battery,
more available energy and more routing option to the network. These two
algorithms take into account the routing options, as much as this options
increase the possibility that network stay alive will increase.
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The lifespan for R-MPRT-org algorithm is more or less is constant because
with increasing the number of node, actually the route option is increasing
but this algorithm always use one routing path. As a result the lifespan
more or less doesn't change a lot.

• Collision Rate:

Figure 5.8: Average collision rate in di�erent number of nodes

About collision with respect to Figure 5.8 we concluded that with increas-
ing the number of node in network,there are more nodes that wants to
send data. So as a result there are more chance that two nodes decide to
send data to one destination, and the average collision rate will increase.

5.2.3 Di�erent tra�c

Node sends data event every sense period, more information on how this pa-
rameter has been modelled can be found in 4.3.2.1.

The goal in this experiment is to analyze the behavior of algorithms on di�erent
tra�c level, by changing A and B.

5.2.3.1 Changing A for good topologies

In the �rst experiment about sense period we choose B as a constant and tried
with di�erent value of A. In this way we are able to change the data tra�c in
whole the network.
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So we con�gured our simulation parameters for the �rst experiment with A in
this way:

• Num =50

• C = 600

• A = [0,30,60,90,120,150,180,210,240,270,300]

• B =20

Taking into account that this experiment has done with taking 100 di�erent
topologies.

5.2.3.1.1 Results

By increasing the A we understood the following points:

• Throughput:

Figure 5.9: Average throughput in di�erent data tra�c by changing A

As it is clear in Figure 5.9 by increasing the A the sense period increase, so
the average probability of sending packet decrease. A is lower bounded to
zero, with this value the network produces the highest tra�c at network
level. Note that if we want to increase the tra�c furthermore we should
modify B but this is evaluated in section 5.2.3.3.
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Like the previous experiment, E-WME algorithm has lower throughput
than other algorithms. The reason completely explained in Throughput
part of section 5.2.2.1.

• Lifespan:

Figure 5.10: Average lifespan in di�erent data tra�c by changing A

By looking at Figure 5.10 we realized that in the case of decreasing tra�c,
R-MPRT-mod algorithm has bigger average lifetime in compare of other
algorithms because of using available energy in its cost function. The
further explanation is available in the Lifespan part of section 5.2.2.1.

With focusing on the behavior of R-MPRT-org and E-WME algorithms
we understood that in a high tra�c E-WME algorithm has longer average
lifetime than R-MPRT-org. This trend will change by going to the area
with low tra�c. In low tra�c network R-MPRT-org will be alive more
than the E-WME algorithm.

• Collision Rate:

The Figure 5.11 shows that by decreasing the tra�c the average collision
rate will decrease. In E-WME the average collision rate is more than
other algorithms, guess because of star shape paths.
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Figure 5.11: Average collision rate in di�erent data tra�c by changing A

5.2.3.2 Changing A for bad topology

As we proved in topology classi�cation of 5.2.1.2 , topology(17) is one of the
example of bad cases which will die fast.

In this part we put our e�ort to understand if decreasing the tra�c, will help
bad topology to live more or not.

The simulation parameters for this experiment are:

• Num =50

• C = 600

• A = [1000,2000,3000,4000,5000,6000,7000]

• B =20

We made 100 simulations on topology(17).

5.2.3.2.1 Results

By doing the experiment on topology(17) in a very low tra�c we found out
some points:
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• Throughput:

Figure 5.12: Average throughput of topology(17) in very low tra�c

With too much decreasing the tra�c the rate of receiving packets in sink
is decreasing slowly.

• Lifespan:

Figure 5.13: Average lifespan of topology(17) in very low tra�c

In bad topology network dies fast so for solving this problem decided to
decrease the tra�c and from Figure 5.13 it seems in a really low tra�c
network can works and stay alive.

In good topologies as explained in lifespan part of 5.2.3.1.1 , in low tra�c
R-MPRT-org has bigger average lifetime in compare of E-WME. This
behavior in a really low tra�c of bad topology works signi�cantly better.
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• Collision Rate:

Figure 5.14: Average collision-rate of topology(17) in very low tra�c

Decreasing the tra�c let networks to have less collision rate.

5.2.3.3 Changing B

In previous test we wanted to analyze how changing the sense period for all
the network impacts on the routing algorithms behavior, in this experiment we
want to analyze the algorithms behavior, respect to changing the sense period
for each group of nodes. This can be done by changing the value of B in the
Sense Period formula. In this experiment A will be �xed to zero and B will
change.

The con�guration of our network is :

• Num =50

• C = 600

• A =0

• B =[5,10,15,20,25,30,50,100,150,200,250,300]

The number of topologies used in this experiment is 50.
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5.2.3.3.1 Results

As it was simple to imagine the change of B has more or less the same results
of changing A, so anytime that A and B are increased the total tra�c on the
network decreases. For sake of completeness a categorized result analysis is
reported:

• Throughput:

Figure 5.15: Average throughput in di�erent data tra�c by changing B

With decreasing the tra�c the packet rate is decrease for all algorithms.

• Lifespan:

Figure 5.16: Average lifespan in di�erent data tra�c by changing B
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As much as the sense period increase,the number of sending packet de-
crease. So the network have more energy to be alive. As it is clear
from Figure 5.16 in low tra�c R-MPRT-org algorithms works better than
E-WME in the sense of lifetime. In high tra�c E-WME can be alive
more than R-MPRT-org algorithm.

• Collision Rate:

Figure 5.17: Average collision rate in di�erent data tra�c by changing B

It's obvious that less tra�c bring less collision.

5.2.4 Di�erent beacon rate

In this step of our test,the goal is to verify the behavior of algorithms in the
case of di�erent beacon rate. Beacon rate shows the number of beacon which is
transmitted per second.

By changing the parameter C in beacon period formula;the beacon period can
be controlled.

BP = C / (Node(n).HR*1000)

In this experiment our assumption was:

• Num =50

• C =[1,10,20,30,40,50,60,80,100,120,140,160,200,400,600,800,1000,2000]
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• A =0

• B =20

We took the average result of 50 topologies.

5.2.4.1 Results

Considering di�erent beacon rate had some a�ected in our metrics such as:

• Throughput and Collision Rate:

Figure 5.18: Average throughput in di�erent beacon rate

Figure 5.19: Average collision-rate in di�erent beacon rate



5.2 Simulation �ow 77

Increasing the parameter C makes the process of sending beacon slower.
So the probability that two or more data wants to response to one beacon
increase. As a result the average collision rate will increase and because
many packet collide in the way the average number of packet which are
received by sink decrease.

The trend of R-MPRT-mod and R-MPRT-org is more or less equal. E-WME
has lower average throughput and higher average collision rate in compare
of other algorithms.

• Lifespan:

Figure 5.20: Average lifespan in di�erent beacon rate

In this experiment the goal is to analyze the average lifespan behavior in �x
tra�c but with di�erent beacon rate. As it explain in [41] in the scenario of
having long beacon period the nodes which are waiting for beacon should
wait more;therefor wasting more energy in the idle listening. So the energy
consumption will increase and then the lifespan of network decrease.

In the other hand,by decreasing the beacon period we have more frequent
beacon,the network consume a lot energy because of sending beacon,so
again the network die fast.

In the middle we have the best con�guration of beacon period;the network
doesn't waste too much energy for receiving or sending beacon. Therefore
we have the longest lifespan.
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Chapter 6

Conclusion

Routing in sensor network is a new area of research. This thesis explored a
comprehensive survey on the energy constraint routing techniques in wireless
sensor network that are present in the literature. The investigation brought to
the idea of having di�erent classi�cation of routing algorithms in WSN.

By doing survey on the energy-e�cient routing algorithms category; it has been
clear that common aim in these techniques is to extend the life time of the sensor
network without compromising on data delivery. These routing algorithms have
been classi�ed in �at, hierarchical, query-based, coherent, non-coherent based,
negotiation based, location based, mobile agent-based, multi path-based and QoS-
based.

In another category that take into account the energy harvesting idea; the main
goal for routing algorithms is to maximize the workload in the energy-harvesting
network.

This thesis was more involved in the concept of routing algorithms forEH-WSN.
By looking in literature it was understandable that the number of available
routing algorithms in EH-WSN is limited in compare to WSN because it is a
new topic. A total of seven EH-WSN protocols was found in literature such
as :R-MF, R-MPRT, R-MPE, EHOR, DEHAR, Geographic routing algorithm.
Among all these algorithms there were two algorithms (R-MF,R-MPRT ) which
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have been also evaluated in the area of energy sustainability. Choosing some
candidates for further experiment was challenging. Finally three algorithms
(R-mprt-mod, R-MPRT-org, E-WME ) were chosen for further analysis because
they are the one with the higher trend in researches and publications.

The design and implementation of simulator fully satis�ed the requirement for
correct simulation of the candidate algorithms.

Di�erent analysis metrics could be evaluated by means of di�erent scenario sim-
ulation. For instance in the scenario of di�erent number of node with increasing
the number of nodes the throughput and collision rate increase. The lifespan
of R-MPRT-mod and E-WME algorithms increase meanwhile this trend for
R-MPRT-org is some how constant. In di�erent tra�c scenario;as much as the
tra�c increase the throughput and collision rate will decrease;but the life time in
all algorithms improve except the E-WME algorithm that has weird behavior.
Decreasing the beacon rate in the constant data tra�c have direct proportional
e�ect on packet rate but the trend of collision rate is in the opposite and with
decreasing the beacon rate,will increase. The life time in this scenario shows
di�erent behavior with di�erent amount of beacon rate and the trend is not
monotonic.

Further work should be done to improve the analysis for bad topology, maybe
looking for some scenario in which the algorithm behave in a correct manner.
Some other work can be focused on a quantitative analysis of proposed routing
algorithms; to �nd out the reason of fuzzy behavior of some routing algorithms
in some scenario. Understanding these behaviors and the reason of them can be
the starting point for modifying algorithm toward the optimum case.
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Code

1 function BatchSimulation ( )
2

3

4 Cs = [1 , 10 , 20 , 30 , 40 , 50 , 60 , 80 , 100 , 120 , 140 , 160 , 200 ] ;
5 As = [ 0 ] ;
6 Bs = [ 2 0 ] ;
7 rAlgos = { 'R−MPRT−mod ' ; 'R−MPRT−org ' ; 'E−WME'}
8 nodes = [ 5 0 ] ;
9 s eeds = [ 1 , 2 , 5 , 1 0 , 2 0 , 3 0 , 3 5 , 4 0 , 4 2 , 5 6 ] ;

10 nOfAlgos = s ize ( rAlgos , 1 ) ;
11 rAlgos (2 , 1 )
12 %UNTITLED3 Summary o f t h i s func t i on goes here
13 % Deta i l ed exp lana t ion goes here
14 fpr intf (1 , ' Batch Simulator \n ' ) ;
15 for i =1: nOfAlgos
16 rAlgo = rAlgos ( i , 1 ) ;
17 for nNode = nodes
18 for seed = seeds
19 for A = As
20 for B = Bs
21 for C = Cs
22 fpr intf (1 , ' S imulate a lgo : %s nodes : %i

seed : %i A: %i B: %i BP: %i \n ' , char (
rAlgo ) ,nNode , seed ,A,B,C) ;

23 Net = s imulato r ( seed , nNode , char ( rAlgo ) ,A,B,
C) ;

24 f i l ename = sprintf ( ' net_%s_N%i_S%i_A%i_B%
i_BP%i .mat ' , char ( rAlgo ) ,nNode , seed ,A,B,
C) ;
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25 save ( f i l ename , '−s t r u c t ' , ' Net ' ) ;
26 fpr intf (1 , ' S imulat ion r e s u l t s saved in %s\n

' , f i l ename ) ;
27 end

28 end

29 end

30

31 end

32 end

33 end

34 fpr intf (1 , ' Batch Simulator End ! ! ! ! ! \ n ' ) ;
35 end

Listing A.1: BatchSimulation.m source code

1 function BP = beacon (Node , n ,C)
2

3 C = 600 ;
4 BP = C / (Node (n) .HR∗1000) ;
5

6 end

Listing A.2: beacon.m source code

1 function [ grad , im]= co lo rGrad i ent ( c1 , c2 , depth )
2 % COLORGRADIENT a l l ows you to generate a grad i en t between 2 g iven

co lors ,
3 % tha t can be used as colormap in your f i g u r e s .
4 %
5 % USAGE:
6 %
7 % [ grad , im]=getGradient ( c1 , c2 , depth )
8 %
9 % INPUT:

10 % − c1 : co l o r vec to r g iven as I n t e n s i t y or RGB co lo r . I n i t i a l va lue
.

11 % − c2 : same as c1 . This i s the f i n a l va lue o f the grad i en t .
12 % − depth : number o f c o l o r s or e lements o f the g rad i en t .
13 %
14 % OUTPUT:
15 % − grad : a matrix o f depth ∗3 elements conta in ing colormap ( or

grad i en t ) .
16 % − im : a depth ∗20∗3 RGB image tha t can be used to d i s p l a y the

r e s u l t .
17 %
18 % EXAMPLES:
19 % grad=co lorGradient ( [ 1 0 0 ] , [ 0 . 5 0.8 1 ] ,128) ;
20 % sur f ( peaks )
21 % colormap ( grad ) ;
22 %
23 % −−−−−−−−−−−−−−−−−−−−
24 % [ grad , im]=co lorGradient ( [ 1 0 0 ] , [ 0 . 5 0.8 1 ] ,128) ;
25 % image (im) ; %d i s p l a y an image with the co l o r g rad i en t .
26
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27 % Copyright 2011. Jose Maria Garcia−Valdecasas Bernal
28 % v : 1 . 0 22 May 2011. I n i t i a l r e l e a s e .
29

30 %Check input arguments .
31 %input arguments must be 2 or 3 .
32 error (nargchk (2 , 3 , nargin ) ) ;
33

34 %I f c1 or c2 i s not a v a l i d RGB vec tor re turn an error .
35 i f numel ( c1 )~=3
36 error ( ' c o l o r c1 i s not a v a l i r RGB vecto r ' ) ;
37 end

38 i f numel ( c2 )~=3
39 error ( ' c o l o r c2 i s not a v a l i r RGB vecto r ' ) ;
40 end

41

42 i f max( c1 )>1&&max( c1 )<=255
43 %warn i f RGB va lue s are g iven ins t ead o f I n t e n s i t y va lue s .

Convert and
44 %keep proces ing .
45 warning ( ' c o l o r c1 i s not g iven as i n t e n s i t y va lue s . Trying to

convert ' ) ;
46 c1=c1 . / 2 5 5 ;
47 e l s e i f max( c1 ) >255||min( c1 )<0
48 error ( 'C1 RGB va lues are not va l i d . ' )
49 end

50

51 i f max( c2 )>1&&max( c2 )<=255
52 %warn i f RGB va lue s are g iven ins t ead o f I n t e n s i t y va lue s .

Convert and
53 %keep proces ing .
54 warning ( ' c o l o r c2 i s not g iven as i n t e n s i t y va lue s . Trying to

convert ' ) ;
55 c2=c2 . / 2 5 5 ;
56 e l s e i f max( c2 ) >255||min( c2 )<0
57 error ( 'C2 RGB va lues are not va l i d . ' )
58 end

59 %de f a u l t depth i s 64 co l o r s . Just in case we did not de f i ne t ha t
argument .

60 i f nargin < 3
61 depth=64;
62 end

63

64 %determine increment s t ep f o r each co l o r channel .
65 dr=(c2 (1 )−c1 (1 ) ) /( depth−1) ;
66 dg=(c2 (2 )−c1 (2 ) ) /( depth−1) ;
67 db=(c2 (3 )−c1 (3 ) ) /( depth−1) ;
68

69 %i n i t i a l i z e g rad i en t matrix .
70 grad=zeros ( depth , 3 ) ;
71 %i n i t i a l i z e matrix f o r each co l o r . Needed fo r the image . S i ze 20∗

depth .
72 r=zeros (20 , depth ) ;
73 g=zeros (20 , depth ) ;
74 b=zeros (20 , depth ) ;
75 %for each co l o r step , increase / reduce the va lue o f I n t e n s i t y data .
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76 for j =1: depth
77 grad ( j , 1 )=c1 (1 )+dr ∗( j−1) ;
78 grad ( j , 2 )=c1 (2 )+dg ∗( j−1) ;
79 grad ( j , 3 )=c1 (3 )+db∗( j−1) ;
80 r ( : , j )=grad ( j , 1 ) ;
81 g ( : , j )=grad ( j , 2 ) ;
82 b ( : , j )=grad ( j , 3 ) ;
83 end

84

85 %merge R G B matrix and ob ta in our image .
86 im=cat (3 , r , g , b ) ;

Listing A.3: colorGradient.m source code

1 function co s t = cos t (Net , i )
2

3 cap = 1 ; % Battery Capacity
4 mu =3; % Constant
5 ep s i l o n =2; % Constant
6

7 switch Net . P rope r t i e s . RoutingAlgorithm
8 case 'E−WME'
9 co s t = ( cap /( ( Net . Node (Net . Link ( i ) . TxNode) .HR + ep s i l o n ) ∗

log (mu) ) ) ∗ (mu .^ ( ( cap − Net . Node (Net . Link ( i ) . TxNode)
.AE ) / cap )−1) ∗ (Net . Node (Net . Link ( i ) . RxNode) .PE) ;

10 case 'R−MPRT−org '
11 co s t = (Net . Node (Net . Link ( i ) . RxNode) .PE) / (Net . Node (Net .

Link ( i ) . TxNode) .HR) ;
12 case 'R−MPRT−mod '
13 co s t = (Net . Node (Net . Link ( i ) . RxNode) .PE) / (Net . Node (Net .

Link ( i ) . TxNode) .AE) ;
14 end

15

16 end

Listing A.4: cost.m source code

1 function Net = energy (Net , i , type , va lue )
2

3 BatteryCapacity = 1 . 4 7 6 ; % Jou les (0 .1mAh∗3600 s ∗4.1V)
4 B = 8∗8 ; % lengh t o f beacon Bi t s
5 L = 16∗8 ; % lengh t o f data Bi t s
6 R = 500∗1024; %Kbps
7 Ptx = 0 . 0538 ; % Watt
8 Prx = 0 . 0425 ; % Watt
9

10

11

12 switch type

13 case ' harves t '
14 HarvestEnergy = (Net . Node ( i ) .HR/1000) ∗ value ;
15 Net . Node ( i ) .AE = min(1 , Net . Node ( i ) .AE + HarvestEnergy/

BatteryCapacity ) ;
16
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17 case ' beacon '
18 BeaconCost = (B/R) ∗Ptx + (L/R) ∗Prx ;%Energy consume to

transmit beacon and wait f o r data
19 Net . Node ( i ) .AE = Net . Node ( i ) .AE − BeaconCost/

BatteryCapacity ;
20 case ' data '
21 I d l eL i s t en i ngCos t = value ∗Prx ;% Energy consumption

wai t ing f o r beacon
22 Transmiss ionCost = (L/R) ∗Ptx ;% Energy consumption in

t ransmi t t i ng data
23 Net . Node ( i ) .AE = Net . Node ( i ) .AE − ( I d l eL i s t en i ngCos t+

Transmiss ionCost ) /BatteryCapacity ;
24 end

25

26

27 i f Net . Node ( i ) .AE < 0
28 Net . DeadNode = i ;
29 end

30

31 end

Listing A.5: energy.m source code

1 function Net = net (num, a , range , nzone , seed )
2

3 i f seed ~=0
4 s = RandStream( 'mcg16807 ' , ' Seed ' , seed ) ;
5 RandStream . setGlobalStream ( s ) ;
6 end

7

8 Node = s t r u c t ;
9 Link = s t r u c t ;

10 Zone = s t r u c t ;
11

12 k = 0 ;
13

14

15 Node (1 ) .X = 0 ;
16 Node (1 ) .Y = 0 ;
17 Node (1 ) . outLinks = [ ] ;
18 Node (1 ) . inL inks = [ ] ;
19

20 Node (1 ) .PE=0;
21 Node (1 ) .AE=i n f ;
22 Node (1 ) .HR=i n f ;
23 Node (1 ) . PathCost = i n f ;
24

25 Node (1 ) . BeaconPeriod = 0 . 1 0 0 ;
26 Node (1 ) . SensePer iod = i n f ;
27 Node (1 ) . Generate = −1;
28

29 Link = [ ] ;
30

31

32
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33

34 %Generates random zones seeds
35 for b=1:nzone
36 Zone (b) .X = randi ( [ 0 , a ] , 1 ) ;
37 Zone (b) .Y = randi ( [ 0 , a ] , 1 ) ;
38 Zone (b) .HR = rand ;% random HR for each zone
39 end

40

41 % Generate random number f o r each node
42 for i = 2 :num
43 Node( i ) .X= randi ( [ 0 a ] , 1 ) ;
44 Node( i ) .Y= randi ( [ 0 a ] , 1 ) ;
45

46 end

47

48

49 % Zone bounds
50 zbx = [ −a −a 2∗a 2∗a ] ;
51 zby = [ −a 2∗a −a 2∗a ] ;
52 for b=1:4
53 Zone ( nzone+b) .X = zbx (b) ;
54 Zone ( nzone+b) .Y = zby (b) ;
55 Zone ( nzone+b) .HR = 0 ;
56 end

57

58 %Par t i t i on the nodes in zones
59 X=ver t ca t ( Zone .X) ;
60 Y=ver t ca t ( Zone .Y) ;
61 dt = DelaunayTri (X( : ) ,Y( : ) ) ;
62

63 for i = 2 :num
64 Node( i ) . Zone= nearestNe ighbor ( dt , [ Node ( i ) .X, Node ( i ) .Y] ) ;
65 v=Node ( i ) . Zone ;
66 Node( i ) .HR = Zone (v ) .HR;
67 Node( i ) .AE = 1 ;
68

69 end

70

71 for i = 2 :num
72 Node( i ) . BeaconPeriod = beacon (Node , i ,C) ;
73 Node( i ) . SensePer iod = sense (Node , i ,A,B) ;
74 Node( i ) .PE = packetenergy (Node , i ) ;
75 Node( i ) . PathCost = i n f ;
76 Node( i ) . Generate = −1;
77 end

78

79 % For each node count the d i s t ance to other node i f i t i s l e s s than
the

80 % range make l i n k between tha t two nodes
81 for i = 1 :num
82 for j = ( i +1) :num
83 d = sqrt ( power (Node ( i ) .X − Node( j ) .X, 2 )+power (Node ( i ) .Y − Node(

j ) .Y, 2 ) ) ;
84 i f l e (d , range )
85 Link = [ Link , s t r u c t ( 'TxNode ' , i , 'RxNode ' , j ) s t r u c t ( '
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TxNode ' , j , 'RxNode ' , i ) ] ;
86 Node( i ) . outLinks = [ Node ( i ) . outLinks , k+1] ;
87 Node( j ) . inL inks = [ Node ( j ) . inLinks , k+1] ;
88 Node( j ) . outLinks = [ Node ( j ) . outLinks , k+2] ;
89 Node( i ) . inL inks = [ Node ( i ) . inLinks , k+2] ;
90 k = k+2;
91 end

92 end

93 end

94

95 Net . Node = Node ;
96 Net . Link = Link ;
97 Net . Zone = Zone ;
98

99 Net . P rope r t i e s . dt = dt ;
100 Net . P rope r t i e s .NodeNum = num;
101 Net . P rope r t i e s . Area = a ;
102 Net . P rope r t i e s . Range = range ;
103 Net . P rope r t i e s . ZoneNum = nzone ;
104 Net . P rope r t i e s . Seed = seed ;
105

106 end

Listing A.6: net.m source code

1 function PE = packetenergy (Node , n)
2 % NOTE: This i s the energy requ i red to SEND data to node n
3

4 L = 16∗8 ; % lengh t o f data Bi t s
5 R = 500∗1024; %Kbps
6 Ptx = 0 . 0538 ; % Watt
7 Prx = 0 . 0425 ; % Watt
8

9 I d l eL i s t en i ngCos t = (Node (n) . BeaconPeriod / 2) ∗Prx ;
10 Transmiss ionCost = (L/R) ∗Ptx ;
11

12

13

14 PE = Transmiss ionCost + Id l eL i s t en ingCos t ;
15

16 end

Listing A.7: packetenergy.m source code

1 function [ cost , nexthop ] = pathcost (Net , n )
2

3 i f n == 1
4 co s t = 0 ;
5 nexthop = −1;
6 else

7 minN = −1;
8 minC = i n f ;
9 for l = 1 : s ize (Net . Node (n) . outLinks , 2 )

10 tc = Net . Node (Net . Link (Net . Node (n) . outLinks ( l ) ) . RxNode) .
PathCost + Net . Link (Net . Node (n) . outLinks ( l ) ) . Cost ;
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11 i f tc < minC
12 minC = tc ;
13 minN = Net . Link (Net . Node (n) . outLinks ( l ) ) . RxNode ;
14 end

15 end

16 i f minC < Net . Node (n) . PathCost
17 co s t = minC ;
18 nexthop = minN ;
19 else

20 co s t = Net . Node (n) . PathCost ;
21 nexthop = Net . Node (n) . NextHop ;
22 end

23 end

24

25 end

Listing A.8: pathcost.m source code

1 function p lo tne t (Net )
2

3 hold o f f
4

5 % Plot Voronoi Diagram
6 X=ver t ca t (Net . Zone .X) ;
7 Y=ver t ca t (Net . Zone .Y) ;
8 vorono i (X( : ) ,Y( : ) ) ;
9

10 % F i l l r eg ions with co l o r
11 hold on
12 grad=co lo rGrad i ent ( [ 0 . 4 0 . 6 0 . 7 ] , [ 0 . 8 0 . 1 0 . 1 ] , 1 0 1 ) ;
13 [V, R] = Net . P rope r t i e s . dt . voronoiDiagram ( ) ;
14 for i = 1 : s ize (R, 1 )
15 i f R{ i }(1) ~= 1
16 XX = [ ] ;
17 YY = [ ] ;
18 for j = 1 : s ize (R{ i } ,2)
19 XX = [XX V(R{ i }( j ) , 1 ) ] ;
20 YY = [YY V(R{ i }( j ) , 2 ) ] ;
21 end

22 f i l l (XX,YY, grad (round ( ( Net . Zone ( i ) .HR∗1000+10) /10) , : ) ) ;
23 end

24 end

25

26 % Plot Links
27 for i = 1 : s ize (Net . Node , 2 )
28 i f Net . Node ( i ) . NextHop > 0
29 hold on
30 plot ( [ Net . Node ( i ) .X Net . Node (Net . Node ( i ) . NextHop) .X] , [ Net .

Node ( i ) .Y Net . Node (Net . Node ( i ) . NextHop) .Y] , '−.g ' ) ;
31 end

32 end

33

34 % Plot Region id
35 hold on
36 nump = s ize (X, 1 ) ;



89

37 p l ab e l s = arrayfun (@(n) { sprintf ( 'R%d ' , n ) } , ( 1 : nump) ' ) ;
38 Hpl = text (X( : ) , Y( : ) , p l abe l s , ' c o l o r ' , ' k ' , ' FontWeight ' , ' bold ' ,

' Hor izontalAl ignment ' , ' c en t e r ' , ' BackgroundColor ' , ' none ' ) ;
39

40

41 % Plot Nodes
42 hold on
43 X=ver t ca t (Net . Node .X) ;
44 Y=ver t ca t (Net . Node .Y) ;
45 Z=ve r t ca t (Net . Node .HR) ;
46 s c a t t e r (X,Y, '^k ' ) ;
47

48 % Plot Harves t ing Rate
49 hold on
50 nump = s ize (X, 1 ) ;
51 p l ab e l s = arrayfun (@(n) { sprintf ( '%d (%d) ' , n , round(Net . Node (n) .HR

∗1000) ) } , ( 1 : nump) ' ) ;
52 Hpl = text (X( : ) , Y( : ) +(Net . P rope r t i e s . Area /50) , p l abe l s , ' c o l o r ' , '

b ' , ' FontWeight ' , ' bold ' , ' Hor izontalAl ignment ' , ' c en t e r ' , '
BackgroundColor ' , ' none ' ) ;

53

54 % Colorbar
55 colormap ( grad ) ;
56 h = colorbar ;
57 set (get (h , ' t i t l e ' ) , ' s t r i n g ' , 'HR (\muW) ' ) ;
58 caxis ( [ 0 , 1 0 0 0 ] ) ;
59 %l c o l o r b a r ( ' t e s t ' )
60

61 % Axis Range
62 axis ( [ 0 Net . P rope r t i e s . Area 0 Net . P rope r t i e s . Area ] ) ;
63

64 drawnow ;
65

66 end

Listing A.9: plotnet.m source code

1 function Net = r e cu r s i v epa th co s t (Net , n )
2

3 pc = Net . Node (n) . PathCost ;
4 [ Net . Node (n) . PathCost , Net . Node (n) . NextHop ] = pathcost (Net , n ) ;
5 i f Net . Node (n) . PathCost < pc
6 for i = 1 : s ize (Net . Node (n) . outLinks , 2 )
7 ID = Net . Link (Net . Node (n) . outLinks ( i ) ) . RxNode ;
8 Net = r e cu r s i v epa th co s t (Net , ID) ;
9 end

10 end

11

12 end

Listing A.10: recursivepathcost.m source code

1 function Net = rout ing ( seed )
2
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3 N = 50 ; % Number o f Nodes
4 a = 1000 ; % Fie ld Area
5 Range = 400 ; % Node Transmission Range
6 Z = 20 ; % Number o f Zones
7

8

9 % Create a random topo logy
10 Net = net (N, a , Range , Z , seed ) ;
11

12 %Se l e t Routing Algorithm
13 Net . P rope r t i e s . RoutingAlgorithm = 'R−MPRT−mod ' ;
14

15

16 % Assign Cost to each l i n k
17 for i =1: s ize (Net . Link , 2 )
18 Net . Link ( i ) . Cost = cos t (Net , i ) ;
19 end

20

21 % Find minimum path cos t
22 Net = r e cu r s i v epa th co s t (Net , 1 ) ;
23

24 % Plot the Network
25 p lo tne t (Net ) ;
26

27

28 hold o f f
29 end

Listing A.11: routing.m source code

1 function SP = sense (Node , n ,A,B)
2 %Sense per iod
3 A = 0 ;
4 B = 20 ;
5 SP = A + (B / (Node (n) .HR) ) ;
6

7 end

Listing A.12: sense.m source code

1 function Net = s imulato r ( seed )
2

3

4 Net = rout ing ( seed ) ;
5

6 Net . Event = s t r u c t ;
7 Net . Event = [ ] ;
8

9 Net . S imulat ion . CutTime = 5000 ;
10 Net . S imulat ion . UpdateThr = 0 . 5 ;
11 Net . S imulat ion . UpdateTopology = true ;
12 Net . S imulat ion . EndFlag = f a l s e ;
13 Net . DeadNode = 0 ;
14
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15 Net . S t a t i s t i c s . PacketsReceived = 0 ;
16 Net . S t a t i s t i c s . EndTime = Net . S imulat ion . CutTime ;
17 for i = 1 : Net . P rope r t i e s .NodeNum
18 Net . Node ( i ) . HarvestTimeStamp = 0 ;
19 Net . S t a t i s t i c s . PacketsForwarded ( i ) = 0 ;
20 Net . S t a t i s t i c s . Beacons ( i ) = 0 ;
21 Net . S t a t i s t i c s . Packets ( i ) = 0 ;
22 Net . S t a t i s t i c s . C o l l i s i o n s ( i ) = 0 ;
23 Net = I n i t (Net , i ) ;
24 end

25

26 fpr intf (1 , ' S imulat ion begun . . ( s tops when a node d i e s or at
time : %.2 f ) \n ' ,Net . S imulat ion . CutTime) ;

27 fpr intf (1 , ' S imulat ion running . . ( time : 0) \n ' ) ;
28 t ic

29 while t rue
30 i f Net . DeadNode > 0 | | Net . S imulat ion . EndFlag == true
31 i f Net . DeadNode > 0
32 Net . S t a t i s t i c s . EndTime = round(E. Time) ;
33 end

34 break ;
35 end

36 [ Net . Event ,E ] = dequeue (Net . Event ) ;
37 i f ~isempty (E)
38 Net = Handle (Net ,E) ;
39 end

40 i=i +1;
41 i f i == 10000
42 fpr intf (1 , ' S imulat ion running . . ( time : %.2 f ) \n ' ,E . Time)

;
43 i f Net . S imulat ion . UpdateTopology == true
44 p lo tne t (Net ) ;
45 end

46 i = 0 ;
47 end

48 end

49 toc

50

51 for i = 1 : Net . P rope r t i e s .NodeNum
52

53 Net . S t a t i s t i c s . Co l l i s i onRat e ( i ) = Net . S t a t i s t i c s . C o l l i s i o n s
( i ) /(Net . S t a t i s t i c s . C o l l i s i o n s ( i )+Net . S t a t i s t i c s .
PacketsForwarded ( i ) ) ;

54

55 end

56 Net . S t a t i s t i c s . Co l l i s i onRateTot = sum(Net . S t a t i s t i c s . C o l l i s i o n s
) /(sum(Net . S t a t i s t i c s . C o l l i s i o n s )+Net . S t a t i s t i c s .
PacketsReceived ) ;

57 Net . S t a t i s t i c s . PacketRate=Net . S t a t i s t i c s . PacketsReceived /Net .
S t a t i s t i c s . EndTime ;

58 Net . S t a t i s t i c s . AvgSensePeriod = 0 ;
59 for i = 2 : nNode
60 Net . S t a t i s t i c s . AvgSensePeriod = Net . S t a t i s t i c s .

AvgSensePeriod + (Net . Node ( i ) . SensePer iod / nNode ) ;
61 end
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62

63 end

64

65 function Net = I n i t (Net , i )
66

67 Event = s t r u c t ;
68 Event . Time = Net . Node ( i ) . BeaconPeriod∗rand ;
69 Event . Node = i ;
70 Event . Or ig in = −1;
71 Event . Type = 'Beacon ' ;
72 Net . Event = enqueue (Net . Event , Event ) ;
73 Net . S t a t i s t i c s . Beacons ( i ) = Net . S t a t i s t i c s . Beacons ( i ) + 1 ;
74

75 i f i ~=1 % Sink doesn ' t sense
76 Event . Time = Net . Node ( i ) . SensePer iod ∗rand ;
77 Event . Node = i ;
78 Event . Or ig in = i ;
79 Event . Type = 'Data ' ;
80 Net . Event = enqueue (Net . Event , Event ) ;
81 end

82

83 end

84

85 function Net = Handle (Net ,E)
86

87 Event = s t r u c t ;
88

89 switch E. Type
90 case ' Beacon '
91

92 %Compute the time tha t passed between the l a s t event
and

93 %new
94 HarvestTime = E. Time − Net . Node (E. Node ) .

HarvestTimeStamp ;
95 %update the time of the l a s t event
96 Net . Node (E. Node ) . HarvestTimeStamp = E. Time ;
97 %compute the accumuled energy in the g i vern Harvest

time
98 Net = energy (Net ,E . Node , ' harves t ' , HarvestTime ) ;
99 %compute the energy need fo r proces s ing beacon

100 Net = energy (Net ,E . Node , ' beacon ' , 0 ) ;
101

102 Rx = [ ] ;
103 %for each beacon ' s node check a l l the outLinks
104 for i =1: s ize (Net . Node (E. Node ) . outLinks , 2 )
105 Rece iver = Net . Link (Net . Node (E. Node ) . outLinks ( i ) ) .

RxNode ;
106 %Check f o r a l l outLinks which o f them use beacon ' s

node as
107 %th e i r next−hop
108 i f Net . Node ( Rece iver ) . NextHop == E. Node
109 %i f the Receiver has data to send to i t ' s next−

hop
110 %which i s beacpn ' node



93

111 i f Net . Node ( Rece iver ) . Generate ~= −1
112

113 %compute the time passed between the l a s t
114 %comunication and now
115 HarvestTime = E. Time − Net . Node ( Rece iver ) .

HarvestTimeStamp ;
116 %update the time of the l a s t comunication
117 Net . Node ( Rece iver ) . HarvestTimeStamp = E.

Time ;
118 %compute the energy accumuled in havas t ing
119 Net = energy (Net , Receiver , ' harves t ' ,

HarvestTime ) ;
120 %compute the time l o s t wa i t ing f o r the

beacon
121 Id l eL i s t en ingTime = E. Time − Net . Node (

Rece iver ) . Generate ;
122 %recompute the energy needed fo r proces s ing

data
123 Net = energy (Net , Receiver , ' data ' ,

Id l eL i s t en ingTime ) ;
124

125 %add t h i s node to the l i s t o f generated
data .

126 Rx = [Rx Rece iver ] ;
127 %th i e r e c i v e r does not need anymore to send

data
128 Net . Node ( Rece iver ) . Generate = −1;
129 end

130 end

131 end

132 %I f there are one t ransmi t t e r
133 i f s ize (Rx , 2 ) == 1
134 % Normal Transmission
135 i f E. Node == 1 % i f s ink
136 Net . S t a t i s t i c s . PacketsReceived = Net . S t a t i s t i c s

. PacketsReceived + 1 ;
137 Net . S t a t i s t i c s . PacketsForwarded (E. Node ) = Net .

S t a t i s t i c s . PacketsForwarded (E. Node ) + 1 ;
138 Net . S t a t i s t i c s . Packets (Net . Node (Rx(1) ) . Or ig in )

= Net . S t a t i s t i c s . Packets (Net . Node (Rx(1) ) .
Or ig in ) + 1 ;

139 else

140 Net . S t a t i s t i c s . PacketsForwarded (E. Node ) = Net .
S t a t i s t i c s . PacketsForwarded (E. Node ) + 1 ;

141 Event . Time = E. Time ;
142 Event . Node = E. Node ;
143 Event . Or ig in = Net . Node (Rx(1) ) . Or ig in ;
144 Event . Type = 'Forward−Data ' ;
145 Net . Event = enqueue (Net . Event , Event ) ;
146 end

147 %I f two r e c e i v e r want to send data to beacon ' s node
148 e l s e i f s ize (Rx , 2 ) > 1
149 Net . S t a t i s t i c s . C o l l i s i o n s (E. Node ) = Net . S t a t i s t i c s .

C o l l i s i o n s (E. Node ) + s ize (Rx , 2 ) ;
150 else
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151 % Use le s s Beacon
152 end

153

154 Event . Time = E. Time + Net . Node (E. Node ) . BeaconPeriod + (
Net . Node (E. Node ) . BeaconPeriod /10) ∗randn ;

155 Event . Node = E. Node ;
156 Event . Or ig in = −1;
157 Event . Type = 'Beacon ' ;
158 Net . Event = enqueue (Net . Event , Event ) ;
159 Net . S t a t i s t i c s . Beacons (E. Node ) = Net . S t a t i s t i c s . Beacons

(E. Node ) + 1 ;
160

161 case 'Data '
162

163 %spe c i f y when a node produced a data
164 Net . Node (E. Node ) . Generate = E. Time ;
165 %because node can produce or forward data t h i s

s tatement t e l l s
166 %which i s the data event o r i g i n .
167 Net . Node (E. Node ) . Or ig in = E. Or ig in ;
168

169 %queue a new data event
170 Event . Time = E. Time + Net . Node (E. Node ) . SensePer iod + (

Net . Node (E. Node ) . SensePer iod /10) ∗randn ;
171 Event . Node = E. Node ;
172 Event . Or ig in = E. Node ;
173 Event . Type = 'Data ' ;
174 Net . Event = enqueue (Net . Event , Event ) ;
175

176 %i f the event node a v v a i l a b l e energy i s l e s s e r than
UpdateThr

177 i f Net . Node (E. Node ) .AE < Net . S imulat ion . UpdateThr
178 %recompute the rou t ing path
179 for i =1: s ize (Net . Node , 2 )
180 Net . Node ( i ) . PathCost = i n f ;
181 end

182 for i =1: s ize (Net . Link , 2 )
183 Net . Link ( i ) . Cost = cos t (Net , i ) ;
184 end

185 Net = r e cu r s i v epa th co s t (Net , 1 ) ;
186 end

187

188 case ' Forward−Data '
189

190 Net . Node (E. Node ) . Generate = E. Time ;
191 Net . Node (E. Node ) . Or ig in = E. Or ig in ;
192

193

194 end

195

196 i f E. Time > Net . S imulat ion . CutTime
197 Net . S imulat ion . EndFlag = true ;
198 end

199 end

200
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201 function Q = enqueue (Q,E)
202 i f isempty (Q)
203 Q = [E ] ;
204 else

205 i f E. Time > Q(end) . Time
206 Q = [ Q E ] ;
207 e l s e i f E. Time < Q(1) . Time
208 Q = [ E Q ] ;
209 else

210 for i = s ize (Q, 2 ) −1:−1:1
211 i f E. Time > Q( i ) . Time
212 Q = [Q( 1 : i ) E Q( i +1:end) ] ;
213 break ;
214 end

215 end

216 end

217 end

218 end

219

220 function [Q,E] = dequeue (Q)
221 i f s ize (Q, 2 ) > 1
222 E = Q(1) ;
223 Q = Q(2 :end) ;
224 e l s e i f s ize (Q, 2 ) == 1
225 E = Q(1) ;
226 Q = [ ] ;
227 else

228 E = [ ] ;
229 Q = [ ] ;
230 end

231

232 end

Listing A.13: simulator.m source code
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Acronyms

OSI Open System Interconnection

WSN Wireless Sensor Network

EH-WSN Energy Harvesting Wireless Sensor Network

MESW Maximum Energetically Sustainable Workload

TBRPF Topology Dissemination Based on Reverse-Path Forwarding

TORA Temporarily Ordered Routing algorithm

LEACH Low-energy adaptive clustering hierarchy

MCU Micro controller unit

ADC Analog to digital converter

RF Radio-Frequency

MAC Medium Access Control

LEACH-C Low-energy adaptive clustering hierarchy centralized

PEGASIS Power-e�cient gathering in sensor information system

DD Direct Di�usion

SWE Single winner algorithm

MWE Multiple winner algorithm
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SPIN sensor protocols for information via negotiation

SPIN-BC SPIN for Broadcast Network

GEAR Geographic and energy aware routing

IGF Implicit geographic forwarding

MERR Minimum energy relay routing

MIP Multi-agent based Itinerary Planning

VCL visiting central location

ROAM Routing on-demand acyclic multipath

LMR Label-based multipath routing

GRAB Gradient broadcast

SAR Sequential assignment routing

R-MF Randomized Max-Flow

E-WME Energy-opportunistic Weighted Minimum Energy

R-MPRT Randomized Minimum Path Recovery Time

R-MPE Randomized minimum path energy

EHOR Energy Harvesting Opportunistic Routing Protocol

GR Geographic Routing

GR-DD Geographic Routing with Duplicate Detection

GR-DD-RT Geographic Routing with Duplicate Detection and
Retransmission

DEHAR Distributed Energy Harvesting Aware Routing Algorithm

Te recovery time

MESW opt Optimum MESW

pEe Packet energy

Ce Channel capacity
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