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Abstract

Recent findings [HOT06] have made possible the learning of deep layered hier-
archical representations of data mimicking the brains working. It is hoped that
this paradigm will unlock some of the power of the brain and lead to advances
towards true AI.

In this thesis I implement and evaluate state-of-the-art deep learning models
and using these as building blocks I investigate the hypothesis that predicting
the time-to-time sensory input is a good learning objective. I introduce the
Predictive Encoder (PE) and show that a simple non-regularized learning rule,
minimizing prediction error on natural video patches leads to receptive fields
similar to those found in Macaque monkey visual area V1. I scale this model
to video of natural scenes by introducing the Convolutional Predictive Encoder
(CPE) and show similar results. Both models can be used in deep architectures
as a deep learning module.
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Introduction

The neocortex is the most powerful learning machine we know of to date. While
computers clearly outperform humans on raw computational tasks, no computer
can learn to speak a language, make a sandwich and navigate our homes. One
might, after considerable effort create a sandwich making robot, but it would fail
horribly at learning a language. The most remarkable ability of the neocortex
is its ability to handle a great number of different tasks: sensing, motor control,
and higher-level cognition such as planning, execution, social navigation, etc.

If this exceedingly diverse and complex behaviour is the result of billions of
years of hard-coded evolution with no inherit structure, then it would be nearly
impossible to reverse engineer and we should not be looking for principles, but
rather accept the intricate beauty of our connectome. But, to the contrary the
neocortex:

• learns - language, motor control, etc. are not skills humans are born with,
they are learned.

• is plastic to such an extent that one neocortical area can take over another
areas function [BM98, Cre77]

• is a highly repetitive structure built of billions of nearly identical columns
[Mou97].

• is layered and hierarchical such that each layer learns more abstract con-
cepts [FVE91].



2

This leads us to believe that the neocortex is built using a general purpose
learning algorithm and a general purpose architecture. It seems then, that the
complexity of the neocortex is limited to a single learning module of a more
manageable size and the hope is that if we can understand this module, we can
replicate it and apply it in a scale that leads to true artificial intelligence.

Jeff Hawkins proposed that the general neocortical algorithm is a prediction
algorithm, and that learning is optimizing prediction[HB04]. This is in line
with Karl Friston’s 2003 unifying brain theory stating that the brain seeks to
minimize free energy, or prediction error[Fri03] and is generally in line with a
large base of literature on predictive coding [SLD82] [RB99] [Spr12] which states
that top down connections seeks to predict lower layer activities and amplify
those consistent with the predictions. In close proximity to this direct pre-
diction learning paradigm is the observation of temporal coherence. Temporal
coherence is the observation that our rapidly changing sensory input is a highly
non-linear combination of slowly changing high-level objects and features. Sev-
eral methods have been proposed to extract these high-level features which are
changing slowly over time [BW05] [MMC+09]. In the same line of reasoning
it has been proposed that one should measure the performance of a model by
its invariance to temporally occurring transformations [GLS+09]. While several
models have been proposed I feel that the simple basic idea that prediction error
drives learning have not been sufficiently tested. The goal of this thesis is to
propose, implement and evaluate a prediction learning algorithm.

In his seminal paper[HOT06], Hinton essentially created the field of deep learn-
ing by showing that learning deep, layered hierarchical models of data was pos-
sible using a simple principle and that these deep architectures had superior
performance to state-of-the-art machine learning models. Hinton showed that
instead of training a deep model directly towards optimizing performance on a
supervised task, e.g. recognizing hand written digits, one should train layers
of a deep model individually on an unsupervised task; to represent the input
data in an ’good’ way. The lowest level layer would learn to represent images of
hand written digits, and the layer above would learn to represent the represen-
tation of the layer below. Having stacked multiple layers like this the combined
model could finally be trained on the supervised task using these new higher
level representation of the data which lead to superior performance. The defi-
nition of what comprises a ’good’ representation of data and how it is learned
is to a large degree the subject of research in deep learning. The deep learning
paradigm of unsupervised learning of layered hierarchical models of unstruc-
tured data is similar to the previously described architecture and working of the
neocortex making it a good choice of theoretical and computational framework
for implementing and evaluating the prediction learning algorithm.
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The first chapter will motivate deep learning and implement and evaluate the
basic building block of deep learning models in order to gain an insight into how
and why they work. The second chapter will re-iterate the case for a prediction
learning framework and propose, implement and evaluate the proposed methods
using the lessons learned from chapter one. The thesis ends with a discussion
of the findings, the problems encountered, and proposes possible solutions and
future research.



Chapter 1

Deep Learning

1.1 Introduction

1.1.1 What is Deep Learning?

Deep Learning is a machine learning paradigm that focuses on learning deep
hierarchical models of data. Deep Learning hypothesizes that in order to learn
high-level representations of data a hierarchy of intermediate representations
are needed. In the vision case the first level of representation could be gabor-
like filters, the second level could be line and corner detectors, and higher level
representations could be objects and concepts. Recent advances in learning al-
gorithms for deep architectures [HOT06] has made deep learning feasible and
deep learning systems have since beat or achieved state-of-the-art performance
on numerous machine learning tasks [HOT06, MH10, LZYN11, VLL+10].

Deep Learning is most easily explained in contrast to more shallow learning
methods. An archetypical shallow learning methods might be a feedforward
neural network with an input layer, a single hidden layer and an output layer
trained with backpropagation on a classification task.
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Figure 1.1: Shallow Feed Forward Neural Net (1 hidden layer).

Best practises for neural network suggests that adding more hidden layers than
one or two is rarely a good idea[dVB93]. Instead one can increase the hidden
layers width as it has been shown that enough hidden units can approximate
any function[HSW89]. Due to the shallow architecture, each hidden neuron is
forced to represent something that can be immediately used for classification.
If the classification task is to distinguish between pictures of cats and dogs
a hidden neuron could represent ’dog paw’ or ’cat paw’ but not the common
feature ’paw’. This is an oversimplification, as the output layer provides a last
level of combination and evaluation of features, but the point remains: In a
feedforward neural net of N layers, there are at most N possibilities to combine
lower level features.
The Deep Learning equivalent would be a feedforward neural network with
many hidden layers. Many in this context being 3 or more. The theory is that
if the neural net is allowed to find meaningful representations on several levels
it will perform better. The first hidden level could represent edges or strokes,
the second would be combinations of edges/strokes, i.e. corners/circles, and so
on, each layer seeing patterns in lower levels and representing more and more
abstract concepts. This seems like a good idea in theory, but early neural net
pioneers found that it was not as easy as merely piling on more layers, which
lead to the previously described best practices.
The preceding example used neural networks as the learning module, but the
general principle in Deep Learning is that learning modules should be applied
recursively, each time finding more complex patterns.
The field of Deep Learning studies these learning modules. Which modules
work? How do we measure their performance? How do we train them?
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1.1.2 Motivations for Deep Learning

1.1.2.1 Biological motivations

A key motivation for deep learning is that the brain seems to operate in a ’deep’
fashion, more specifically, the neocortex has a number of attributes which speaks
in favour of investigating deep learning.

One of Deep Learnings most important neocortical motivations is that the neo-
cortex is layered and hierarchical. Specifically it has approximately 6 layers
[KSJ00] with lower layers projecting to higher layers and higher layers project-
ing back to lower layers[GHB07][EGHP98]. The hierarchical nature comes from
the observation that generally the upper layers represents increasingly abstract
concepts and are increasingly invariant to transformations such as lighting, pose,
etc. The archetypical example is the visual pathway in which it was found that
V1, taking input from the sensory cells, reacted the strongest to simple inputs
modelled very well by gabor filter[HW62][Dau85]. As information flows from
V1 to the higher areas V2 and V4 and IT the neurons become responsive to
increasingly abstract features and observe increased invariances to viewpoint,
lighting, etc. [QvdH05] [GCR+96] [BTS+01].

Deep learning believes that this deep, hierarchical structure employed by the
neocortex is the answer to much of its power and attempts to unlock these pow-
ers by examining the effects of layered and hierachial structures.

It should be noted that cognitive psychologists have examined the idea of a lay-
ered hierarchical computational brain model for a long time. The Deep Learning
field borrows a lot from these earlier ideas and can be seen as trying to imple-
ment some of these ideas [Ben09].

1.1.2.2 Computational Power

An important theoretical motivation for studying Deep Learning is that in some
cases a computation that can be achieved efficiently with k layers is exponen-
tially more inefficiently computed with k-1 layers [Ben09]. In this case efficiently
refers to the number of computational elements required to perform the compu-
tation. In neural networks, a computational element would be a neuron, and in a
logical circuit it would an AND, OR, XOR, etc gate. Layers refers to the longest
number of computational steps to get output from input. In a computational
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network with the multiplication, subtraction, addition and the sin operators ex-
pressing f(x) = x∗sin(a∗x+b) would require the longest chain to be 4 steps long

Figure 1.2: Computational graph implementing x ∗ sin(a ∗ x+ b). Taken from
[Ben09]

Computational efficiency, or compactness, matters in machine learning as the
parameters of the computational elements are usually what is learned during
training, and the training set size is usually fixed. As such, additional compu-
tational elements represents more parameters per training examples, resulting
in worse performance. Further, when adding additional parameters, there is
always a risk of over-fitting leading to poor generalization.

Formal mathematical proof of the computational in-effciency of k-1 deep ar-
chitectures compared to k deep architectures exists in some cases of network
architecture [Has86], however it remains intuition that this applies to the kinds
of networks and functions typically applied in deep learning[Ben09].

An example illustrating the phenomenon is trying to fit a third order sinusoid,
f(x) = sin(sin(sin(x))) in a neural net architecture with neurons applying the
sinusoid as their non-linearity.
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Figure 1.3: One (left) and two layer (right) computational models.

In a model with an input layer x, a single hidden layer, h1 and an output layer
y we get the following.

h1n(x) = sin(b(1)n + a(1)n ∗ x) (1.1)

y(x) = sin(b(2) +

N∑
n=1

a(2)n ∗ h1n(x)) (1.2)

L(x, a, b) = (y(x)− f(x))2 (1.3)

Where N is the number of units in the hidden layer, a and b are a multiplica-
tive and additive parameter respectively, the superscripts indicate the layer the
parameters are associated with and L is the loss function we are trying to min-
imize. It can be seen that the single hidden layer model would not be able to
fit the third order sinusoid perfectly and that its precision would increase with
N, the width of the hidden layer.
Compared to a network with two hidden layers, the second hidden layer having
M units:

h1n(x) = sin(b(1)n + a(1)n ∗ x) (1.4)

h2m(x) = sin(b(2)m +

N∑
n=1

a(2)n m ∗ h1n(x)) (1.5)

y(x) = sin(b(3) +

M∑
m=1

a(3)m ∗ hm(x)) (1.6)

L(x, a, b) = (y(x)− f(x))2 (1.7)

It is evident that the network with two hidden layers would fit the third order si-

nusoid perfectly with N = M = 1, a
(1)
1 = a

(2)
11 = a

(3)
1 = 1, b

(1)
1 = b

(2)
1 = b

(3)
1 = 0,

i.e just 1 unit in both hidden layers and just 6 parameters (three of them being
zero).
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1.2 Methods

1.2.1 Deep Learning Primitives

In the following, the three most prominent deep learning primitives will be de-
scribed in some detail in their simplest form. These primitives or building blocks
are at the foundation of many deep learning methods and understanding their
basic form will allow the reader to quickly understand more complex models
relying on these building blocks.

1.2.1.1 Deep Belief Networks

Deep Belief Networks (DBNs) consists of a number of layers of Restricted Boltz-
mann Machines (RBMs) which are trained in a greedy layer wise fashion. A
RBM is an generative undirected graphical model.

Figure 1.4: Restricted Boltzmann Machine. Taken from [Ben09].

The lower layer x, is defined as the visible layer, and the top layer h as the hidden
layer. The visible and hidden layer units x and h are stochastic binary variables.
The weights between the visible layer and the hidden layer are undirected and
are denoted W. In addition each neuron has a bias. The model defines the
probability distribution

P (x, h) =
e−E(x,h)

Z
(1.8)
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With the energy function, E(x, h) and the partition function Z being defined as

E(x, h) = −b′x− c′h− h′Wx (1.9)

Z(x, h) =
∑
x,h

e−E(x,h) (1.10)

Where b and c are the biases of the visible layer and the hidden layer respec-
tively. The sum over x, h represents all possible states of the model.
The conditional probability of one layer, given the other is

P (h|x) =
exp(b′x+ c′h+ h′Wx)∑
h exp(b′x+ c′h+ h′Wx)

(1.11)

P (h|x) =

∏
i exp(cihi + hiWix)∏

i

∑
h exp(cihi + hiWix)

(1.12)

P (h|x) =
∏
i

exp(hi(ci +Wix))∑
h exp(hi(ci +Wix))

(1.13)

P (h|x) =
∏
i

P (hi|x) (1.14)

Notice that if one layer is given, the distribution of the other layer is factorial.
Since the neurons are binary the probability of a single neuron being on is given
by

P (hi = 1|x) =
exp(ci +Wix)

1 + exp(ci +Wix)
(1.15)

P (hi = 1|x) = sigm(ci +Wix) (1.16)

Similarly the conditional probability for the visible layer can be found

P (xi = 1|h) = sigm(bi +Wih) (1.17)

In other words, it is a probabilistic version of the normal sigmoid neuron ac-
tivation function. To train the model, the idea is to make the model generate
data like the training data. Mathematically speaking we wish to maximize the
log probability of the training data or minimize the negative log probability of
the training data.
The gradient of the negative log probability of the visible layer with respect to
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the model parameters θ is

∂

∂θ
(− logP (x)) =

∂

∂θ

(
− log

∑
h

P (x, h)

)

=
∂

∂θ

(
− log

∑
h

exp(−E(x, h))

Z

)

= − Z∑
h exp(−E(x, h))

(∑
h

1

Z

∂ exp(−E(x, h))

∂θ
−
∑
h

exp(−E(x, h))

Z2

∂Z

∂θ

)

=
∑
h

(
exp(−E(x, h))∑
ĥ exp(−E(x, ĥ))

∂E(x, h)

∂θ

)
+

1

Z

∂Z

∂θ

=
∑
h

P (h|x)
∂E(x, h)

∂θ
− 1

Z

∑
x,h

exp(−E(x, h))
∂E(x, h)

∂θ

=
∑
h

P (h|x)
∂E(x, h)

∂θ
−
∑
x,h

P (x, h)
∂E(x, h)

∂θ

= µ1

[
∂E(x, h)

∂θ

∣∣∣∣x]− µ1

[
∂E(x, h)

∂θ

]
∂

∂W
(− logP (x)) = µ1 [−h′x|x]− µ1 [−h′x]

∂

∂b
(− logP (x)) = µ1 [−x|x]− µ1 [−x]

∂

∂c
(− logP (x)) = µ1 [−h|x]− µ1 [−h]

where µ1 is a function returning the first moment or expected value. The first
contribution is dubbed the positive phase, and it lowers the energy of the training
data, the second contribution is dubbed the negative phase and it raises the
energy of all other visible states the model is likely to generate.
The positive phase is easy to compute as the hidden layer is factorial given the
visible layer. The negative phase on the other hand is not trivial to compute as
it involves summing all possible states of the model.
Instead of computing the exact negative phase, we will sample from the model.
Getting samples from the model is easy; given some state of the visible layer,
update the hidden layer, given that state, update the visible layer, and so on,
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i.e.

h(0) = P (h|x(0))
x(1) = P (x|h(0))
h(1) = P (h|x(1))

...

x(n) = P (x|h(n−1))

The superscripts denote the order in which each calculation is made, not the
specific neuron of the layer. At each iteration the entire layer is updated. To
get unbiased samples, we should initialize the model at some arbitrary state,
and sample n times, n being a large number. To make this efficient, we’ll do
something slightly different. We’ll initialize the model at a training sample,
iterate one step, and use this as our negative sample. This is the contrastive
divergence algorithm as introduced by Hinton [HOT06] with one step (CD-1).
The logic is that, as the model distribution approaches the training data dis-
tribution, initializing the model to a training sample approximates letting the
model converge.
Finally, for computational efficiency, we will use stochastic gradient descent in-
stead of the batch update rule derived. Alternatively one can use mini-batches.
The final RBM learning algorithm can be seen below. α is a learning rate and
rand() produces random uniform numbers between 0 and 1.

Algorithm 1 Contrastive Divergence 1

for all training samples as t do
x(0) ← t
h(0) ← sigm(x(0)W + c) > rand()
x(1) ← sigm(h(0)WT + b) > rand()
h(1) ← sigm(x(1)W + c) > rand()
W ←W + α(x(0)h(0) − x(1)h(1))
b← b+ α(x(0) − x(1))
c← c+ α(h(0) − h(1))

end for

Being able to train RBMs we now turn to putting them together to form deep
belief networks. The idea is to train the first RBM as described above, then
train another RBM using the first RBM’s hidden layer as the second RBMs
visible layer.
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Figure 1.5: Deep Belief Network. Taken from [Ben09].

To train the second RBM, a training sample is clamped to x, transformed to
h1 by the first RBM and then contrastive divergence is used to train the second
RBM. As such training the second RBM is exactly equal to training the first
RBM, except that the training data is mapped through the first RBM before
being used as training samples. The intuition is that if the RBM is a general
method for extracting a meaningful representation of data, then it should be
indifferent to what data it is applied to. Popularly speaking, the RBM doesn’t
know whether the visible layer is pixels, or the output of another RBM, or
something different altogether. With this intuition it becomes interesting to
add a second RBM, to see if it can extract a higher level representation of
the data. Hinton et al have shown, that adding a second RBM decreases a
variational band on the log likelihood of the training data [HOT06].
Having trained N layers in this unsupervised greedy manner, Hinton et al, adds
a last RBM and adds a number of softmax neurons to its visible layer. The
softmax neurons are then clamped to the labels of the training data, such that
they are 0 for all except the neuron corresponding to the label of the training
sample, which is set to 1. In this way, the last RBM learns a joint model of the
transformed data, and the labels.
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Figure 1.6: Deep Belief Network with softmax label layer. Taken from
[HOT06].

To use the DBN for classification, a sample is clamped to the lowest level visible
layer, transformed upwards through the DBN until it reaches the last RBMs
hidden layer. In these upward passes the probabilities of hidden units being
on are used directly instead of sampling, to reduce noise. At the top RBM, a
few iterations of gibbs sampling is performed after which the label is read out.
Alternatively the exact ’free energy’ of each label can be computed and the one
with the lowest free energy is chosen [HOT06]. To fine-tune the entire model
for classification Hinton et al uses an ’up-down’ algorithm [HOT06].
Simpler ways to use the DBN for classification are to simply use the top level
RBM hidden layer activation in any standard classifier or to add a last label
layer, and train the whole model as a feedforward-backpropagate neural network.
If one of the latter methods are used, then there is no need to train the last
RBM as a joint model of data and labels.

1.2.1.2 Stacked Autoencoders

Stacked Autoencoders are, as the name suggests, autoencoders stacked on top
of each other, and trained in a layerwise greedy fashion.
An autoencoder or auto-associator is a discriminative graphical model that at-
tempts to reconstruct its input signals.
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Figure 1.7: Autoencoder. Taken from [Ben09].

There exists a plethora of proposed autoencoder architectures; with/without
tied weights, with various activation functions, with deterministic/stochastic
variables, etc. This section will use the autoencoder desribed in [BLP+07] as a
basic example implementation which have been used successfully as a building
block for deep architectures.
Autoencoders take a vector input x, encodes it to a hidden layer h, and decodes
it to a reconstruction z.

h(x) = sigm(W1x+ b1) (1.18)

z(x) = sigm(W2h(x) + b2) (1.19)

To train the model, the idea is to minimize the average difference between the
input x and the reconstruction z with respect to the parameters, here denoted
θ.

θ = argmin
θ

1

N

N∑
i=1

L(x(i), z(x(i))) (1.20)

Where N is the number of training samples and L is a function that mea-
sures the difference between x and z, such as the traditional squared error
L(x, z) = ||x − z||2 or if x and z are bit vectors or bit probabilities, the cross-
entropy L(x, z) = xT log(z) + (1− x)T log(1− z)
Updating the parameters efficiently is achieved with stochastic gradient descent
which can be efficiently implementing using the backpropagation algorithm.

There is a serious problem with autoencoders, in that if the hidden layer is the
same size or greater than the input and reconstruction layers, then the algo-
rithm could simply learn the identity function. If the hidden layer is smaller
than the input layer, or if other restrictions are put on its representation, e.g.
sparseness, then this is not an issue.

Having trained the bottom layer autoencoder on data, a second layer autoen-
coder can be trained on the activities of the first autoencoders hidden layer when
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exposed to data. In other words the second autoencoder is trained on h(1)(x)
and the third autoencoder would be trained on h(2)(h(1)(x)), etc, where the
superscripts denote the layer of the autoencoder. In this way multiple autoen-
coders can be stacked on top of each other and trained in a layer-wise greedy
fashion, which has been shown to lead to good results [VLBM08].

To use the model for discrimination, the outputs of the last layer can be used
in any standard classifier. Alternatively a last supervised layer can be added,
and the whole model trained as a feedforward-backpropagate neural network.

1.2.1.3 Convolutional Neural Nets

Convolutional Neural Networks (CNNs) are feedforward, backpropagate neural
networks with a special architecture inspired from the visual system. Hubel and
Wiesel’s early work on cat and monkey visual cortex showed that the visual
cortex is composed of cells with high specificity to patterns within a localized
area, called their receptive fields [HW68]. These so called simple cells are tiled
as to cover the entire visual field and higher level cells recieve input from these
simple cells, thus having greater receptive fields and showing greater invariance
to translation. To mimick these properties Yan Lecun introduced the Convolu-
tional Neural Network [LCBD+90], which still hold state-of-the art performance
on numerous machine vision tasks [CMS12] and acts as inspiration to recent re-
seach [SWB+07], [LGRN09].

CNNs work on the 2 dimensional data, so called maps, directly, unlike normal
neural networks which would concatenate these into vectors. CNNs consists of
alternating layers of convolution layers and sub-sampling/pooling layers. The
convolution layers compose feature maps by convolving kernels over feature
maps in layers below them. The subsampling layers simply downsample the
feature maps by a constant factor.
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Figure 1.8: Convolutional Neural Net. Taken from [LCBD+90].

The activations alj of a single feature map j in a convolution layer l is

alj = f

blj +
∑
i∈M l

j

al−1i ∗ klij

 (1.21)

Where f is a non-linearity, typically tanh() or sigm(), blj is a scalar bias, M l
j is

a vector of indexes of the feature maps i in layer l − 1 which feature map j in
layer l should sum over, ∗ is the 2 dimensional convolution operator and klij is
the kernel used on feature map i in layer l − 1 to produce input to the sum in
feature map j in layer l.
For a single feature map j in a subsampling layer l

alj = down(al−1j , N l) (1.22)

Where down is a function that downsamples by a factor N l. A typical choice
of down-sampling is mean-sampling in which the mean over non-overlapping
regions of size N lxN l are calculated.
To discriminate between C classes a fully connected output layer with C neurons
are added. The output layer takes as input the concatenated feature maps of
the layer below it, denoted the feature vector, fv

o = f (bo +W ofv)) (1.23)

Where bo is a bias vector andW o is a weight matrix. The learnable parameters of
the model are klij , b

l
j , b

o and W o. Learning is done using gradient descent which
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can be implemented efficiently using a convolutional implementation of the back-
propagation algorithm as shown in [Bou06]. It should be clear that because
kernels are applied over entire input maps, there are many more connections in
the model than weights, i.e. the weights are shared. This makes learning deep
models easier, as compared to normal feedforward-backprop neural nets, as there
are fewer parameters, and the error gradients goes to zero slower because each
weight has greater influence on the final output.

1.2.1.4 Sparsity

Sparse coding is the paradigm that data should be represented by a small subset
of available basis functions at any time, and is based on the observation that
the brain seems to represent information with a small number of neurons at
any given time [OF04]. Sparsity was originally investigated in the context of
efficient coding and compressed sensing and was shown to lead to gabor-like
filters [OF97]. They are not directly related to deep architectures, but their
interesting encoding properties have lead to them being used in deep learning
algorithms in various ways.

The most direct use of sparse coding can be seen as formulating a new basis
for a dataset which is composed of a feature vector and a set of basis functions,
while restricting the feature vector to be sparse.

x = Aa (1.24)

Where x ∈ <n is the data, A ∈ <nxm is the m basis functions and a ∈ <m is
the ”sparse” vector describing which sum of basis functions represent the data.
a is sparse in the sense that it is mostly zero, i.e. few basis functions are used
at all times to represent any data. In images this is in contrast to the normal
non-sparse representation used, which is pixel intensities. This corresponds to
A = Inxn, i.e A being a square identity matrix, and a being the normal vector
representation of image intensities.

In a deep learning setting, a non-sparsity penalty, i.e. measuring how much the
neurons are active on average, can be added to the loss function. If the neurons
are binomial, sparse coding could correspond to restricting the mean number
of activate hidden neurons to some fraction. If the neurons are continuous
valued, this could correspond to restricting the mean of all hidden units to
some constant. Sparse variants of RBMs and autoencoders have been proposed
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[GLS+09, PCL06]. A sparse autoencoder has a second contribution to its loss
function, the non-sparsity measure:

L(x, z) = ||x− z||2 + β||h− ρ|| (1.25)

Where β is a constant describing how much being non-sparse should be penalized
and ρ is a constant close to the lower boundary of the output of the hidden
neurons h. In the case of sigmoidal hidden neurons, this could be ρ = 0.1. In
the case of tanh hidden neurons this could be ρ = −0.9

1.2.2 Key Points

1.2.2.1 Training Deep Architectures

A key element to Deep Learning is the ability to learn from unlabelled data as
it is available in vast quantities, e.g. video or images of natural scenes, sound,
etc. This is also referred to as unsupervised training. This is in contrast to su-
pervised training which is training on labelled data, of which there is relatively
little, and which is much harder to generate. To get unlabelled video data one
might simply go onto youtube.com and download a million hours of video, but
to get 1 hour of labelled video data one would need to painstakingly segment
each frame into the objects of interest. Further, being able to learn on the unla-
belled data gives one a high-dimensional learning signal, whereas most labelled
data is relatively low-dimensional, e.g. a label specifying cat or dog is two bits
of information whereas a 100x100 pixels image of a cat or dog in true color is
24*3*100*100 = 720.000 bits.

Machine Learning models are rarely built to achieve good performance on unla-
belled data though; usually some kind of classification or regression is required.
The idea then is to train the model on the unlabelled data first, called pre-
training, to achieve good features or representations of the data. Once this has
been achieved the parameters learned are used to initiate a model, which is
trained in a supervised fashion to fine-tunes the parameters to the task at hand.

Deep belief nets and stacked auto encoders both use the same method for pre-
training: training each layer unsupervised on the activations of the layer below,
one after another. Convolutional neural nets stand out in this aspect, as they
do not use pre-training. Since CNNs have substantially less parameters, and
translation invariance is built into the model, there seems to be less need for pre-
training. Pre-training convolutional neural nets in a layer-wise fashion similar
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to DBNs and SAEs have been shown to be slightly superior to randomly initial-
ized networks though [MMCS11]. Generally the paradigm of greedy layer-wise
pre-training followed by global supervised training to fine-tune the parameters
seems to give good results.

The theory as to why this works well is that the unsupervised pre-training moves
the parameters to a region in parameter space that is closer to a global optimum
or at least a region which represents the data more naturally. Numerical studies
have shown that pre-trained and randomly initialized networks do indeed end
up in very different regions of parameter space after having been trained on a
supervised task [EBC+10]. Also, the global supervised learning rarely changes
the pre-trained parameters much, what happens instead is a fine-tuning to im-
prove on the supervised task [EBC+10].

After pre-training, instead of training the model globally on the supervised task
one can instead use any standard supervised learning model on the output fea-
tures of the pre-trained model, e.g. pre-training a Deep Belief Network, and
then using the activity of the top output neurons as input in a SVM, logistic
regression, etc.

Alternatively one can train the model in a supervised and unsupervised set-
ting at the same time, alternating between the two learning modes or having a
composite learning rule. This is known as semi-supervised learning.

1.3 Results

The three primitives, DBNs, SAEs and CNNs were implemented and evaluated
on the MNIST dataset to illustrate state of the art in Deep Learning. The er-
ror rates achieved for the DBN, SAE and CNN were 1.67%, 1.71% and 1.22%,
respectively. The error rates compared to state-of-the art with comparable net-
work architectures for the DBN and SDAEs are slightly worse whereas the CNN
error rate is slightly better.
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DBN (1000-1000-1000) SAE (1000-1000-1000) CNN (c6-d2-c72-d2)
1.67 % 1.71 % 1.22 %

Table 1.1: Error rates of three deep learning primitives. The DBN and SAE
both had 3 hidden layers each with 1000 neurons. The CNN had the
following layers: 6 feature maps using 5x5 kernels, 2x2 mean-pool
downsampling, 72 feature maps using 5x5 kernels, 2x2 downsam-
pling and a fully connected output layer.

The MNIST dataset [LBBH98] contains 70.000 labelled images of handwritten
digits. The images are 28 by 28 pixels and gray scale. The dataset is divided
into a training set of 60.000 images and a test set of 10.000 images. The dataset
has been widely used as a benchmark of machine learning algorithms. In the
following details of the implementations of the three models on MNIST is de-
scribed and results on MNIST are shown.

Figure 1.9: A random selection of MNIST training images.

Except otherwise noted all experiments used the sigmoid non-linearity for all
neurons, initialized the biases to zero and drew weights from a uniform random
distribution with upper and lower bounds ±

√
6/(fanin + fanout) as recom-

mended in [LBOM98]. All experiments were run on a machine with a 2.66 GHz
Intel Xeon Processor and 24 GB of memory.
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1.3.1 Deep Belief Network

A three layer DBN were constructed. The net consisted of three RBMs each with
1000 hidden neurons, and each RBM was trained in a layer-wise greedy manner
with contrastive divergence. All weights and biases were initialized to be zero.
Each RBM was trained on the full 60.000 images training set, using mini-batches
of size 10, with a fixed learning rate of 0.01 for 100 epochs. One epoch is one full
sweep of the data. The mini-batches were randomly selected each epoch. Having
trained the first RBM the entire training dataset was transformed through the
first RBM resulting in a new 60.000 x 1000 dataset which the second RBM was
trained on and similarly so for the third RBM. Having pre-trained each RBM
the weights and biases were used to initialize a feed-forward neural net with
4 layers of sizes 1000-1000-1000-10, the last 10 neurons being the output label
units. The FFNN was trained using mini-batches of size 10 for 50 epochs using
a fixed learning rate of 0.1 and a small L2 weight-decay of 0.00001 using back-
propagation. To evaluate the performance the test set was feed-forwarded and
the maximum output unit was chosen as the label for each sample resulting in
an error rate of 1.67% or 167 errors out of the 10.000 test samples. The code
ran for 28 hours.

Figure 1.10: Weights of a random subset of the 1000 neurons of the first RBM.
Each image is contrast normalized individually to be between
minus one and one.

The first RBM has to a large degree learned stroke and blob detectors as can
be seen from the weights. Less meaningful detectors are also present either re-
flecting the higly over-parametrized nature of the RBM or a lack of learning.
Given the good performance it is probable that the dataset could be sufficiently
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represented by the other neurons.

Figure 1.11: The 167 errors using a 3 layer DBN with 1000, 1000 and 1000
neurons respectively.

While some of the images are genuinely difficult to label, a number of them
seems easy. Many of the sevens in particular seem fairly easy. The added intra-
class variation due to continental sevens and regular sevens might explain this
to a degree.

Hinton showed an error rate of 1.25% in his paper introducing the DBN and
contrastive divergence [HOT06]. This impressive performance was achieve with
a 3 layer DBN with 500, 500 and 2000 hidden units respectively, training a
combined model of the representation and the labels in the last layer together
and using extensive cross validation to tune the hyper parameters. Additionally
Hinton used a novel up-down algorithm to tune the weights on the classification
task, running a total of 359 epochs resulting in a learning time of about a week.
It has been shown [VLL+10] that pre training a DBN, using its weights to
initialize a deep FFNN and training that on a supervised task with stochastic
backpropagation can lead to the same error rates as those reported by Hinton.
As such it seems that it is not the training regime used resulting in the higher
error rate but rather a need for further tuning of the hyper parameters.
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1.3.2 Stacked Denoising Autoencoder

A three layer stacked denoising autoencoder (SDAE) with architecture identical
to the DBN was created. The denoising autoencoder works just like the normal
autoencoder except that the input is corrupted in some way, and the autoencoder
is trained to reconstruct the un-corrupted input [VLBM08]. The idea is that
the autoencoder cannot simply copy pixels and will have to learn corruption
invariant features to reconstruct well. The corruption process used was setting
a randomly selected fraction of the pixel in the input image to zero. The SDAE
consisted of three denoising autoencoder (DAE) stacked on top of each other
each with 1000 hidden neurons, and each trained in a greedy-layer wise fashion.
Each DAE was pre-trained with a fixed learning rate of 0.01 and a batchsize
of 10 for 30 epochs and with a corruption fraction of 0.25 i.e. a quarter of
the pixels set to zero in the input images. The noise level was chosen based
on conclusions from [VLL+10]. Having trained the first DAE the training set
was feed-forwarded through the DAE and the second DAE was trained on the
hidden neuron states of the first DAE, and similarly for the third DAE. After pre-
training in this manner the upwards weights and biases were used to initialize
a FFNN with 10 output neurons in the same manner as for the DBN. The
FFNN was trained with a fixed learning rate of 0.1, with a batchsize of 10 for
30 epochs. The performance was measured as for the DBN resulting in an error
rate of 1.71% or 171 errors. The code ran for 41 hours.

Figure 1.12: Left: Weights of a random subset of the 1000 neurons of a DAE
with a corruption level of 0.25. Right: DAE trained in a similar
manner with a corruption level of 0.5. The second DAE had
worse discriminative performance. Its weights are shown here
only to show that DAEs can find good representations. Each
image is contrast normalized individually to be between minus
one and one.
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The DAE seems to find mostly seemingly non-sensical and blob detectors. For
reference the weights of another DAE trained in a similar manner with a cor-
ruption level of 0.5 is provided. The latter finds stroke detectors and seem less
noisy. The latter DAE had worse discriminative performance (not shown).

Figure 1.13: The 171 errors using a 3 layer SDAE with 1000,1000 and 1000
neurons respectively.

In [VLBM08] Pascal Vincent introduces the denoising autoencoder and reports
superior performance on a number of MNIST like tasks. The basic MNIST test
score is not reported though until his 2010 paper [VLL+10] in which Vincent
reports an error rate of 1.28% on MNIST with a three layer SDAE using 25%
corruption and extensive cross validation to tune the hyperparameters. The 1.71
% error rate here is on the same order of magnitude but compares unfavourably
to the 1.28 %. It is evident that further tuning of the hyper parameters would
have been beneficial.

1.3.3 Convolutional Neural Network

A Convolutional Neural Network was created following the architecture in [LCBD+90]
in which Yann LeCun introduces the CNN. The first layer has 6 feature maps
connected to the single input layer through 6 5x5 kernels. The second layer is
a a 2x2 mean-pooling layer. The third layer has 12 feature maps which are all
connected to all 6 mean-pooling layers below through 72 5x5 kernels. This full



1.3 Results 26

connection between layer 2 and 3 is in contrast to the architecture proposed
by LeCun, which used a hand-chosen set of connections. The fourth layer is a
2x2 mean-pooling layer. When training, the feature maps of this fourth layer
is concatenated into a feature vector which feeds into the fifth and final layer
which consists of 10 output neurons corresponding to the 10 class labels.
The CNN was trained with stochastic gradient descent on the full MNIST train-
ing set. A batch size of 50 and a fixed learning rate of 1 was used for 100 epochs
resulting in a test score of 1.22% or 122 misclassifications. The code ran for 7
hours.

Figure 1.14: Left: The 6 kernels of the first layer. Right: The 72 kernels of
the third layer. All kernels are contrast normalized individually
to be between minus and plus one.

The CNNs 6 first layer kernels seems to be 4 curvy stroke detectors and two less
well defined detectors. The 72 layer three kernels cannot be directly analysed
with respect to what detectors they are as they operate on already transformed
input. There does seem to be some structure in them though reflecting that the
feature maps in layer 2 are still resembling digits.



1.3 Results 27

Figure 1.15: The 122 errors with the CNN.

The MNIST dataset did not exist at the time LeCun introduced the CNN.
However in his 1998 paper [LBBH98] he reports a 1.7 % error for a network
of this architecture, which he names LeNet1. Lecun subsamples the images to
16x16 pixels and uses a second order backprop method to achieve the 1.7%.
The 1.22 % error rate compares favourably with this as there were no pre-
processing and simple first-order backprop with a fixed learning rate was used.
It should be noted that LeCun reports an error rate of 0.95% with LeNet-5, a
more advanced net in the same paper. As no cross-validation was used to find
the hyper-parameters the performance could probably be increased with further
tuning of the hyper-parameters. It is remarkable that such a simple architecture
as LeNet-1 is able to achieve such good performance.



Chapter 2

A prediction learning
framework

2.1 Introduction

2.1.1 The case for a prediction based learning framework

As described autoencoders works by encoding a visible input to a hidden rep-
resentation and decoding it back to a reconstruction of the input. The learning
is then done by minimizing the difference between the reconstruction and the
input. As described these models can just learn the identity and to achieve
feature detectors akin to those expected, i.e. edge detectors or gabor-like filters,
most authors see the need to make the reconstruction more challenging. Many
papers use sparsity to this end, and describe that without this, the model did
not find good feature detectors [LGRN09, GLS+09], others, such as the denois-
ing autoencoder applies noise to the input image.

When reconstructing input, there are, obviously, no changes from the input
to the output. In other words there are no transformations. It might seem
curious then that we hope to find representations that are invariant to transfor-
mations, such as small translations, noise, illumination, etc. The logic is that if
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we present the model with enough data where these transformations take place
between samples, i.e. one sample may be a shifted or noisy version of another
sample, then the model will learn representations invariant to the presented
transformations. This makes sense as an invariant feature detector will on aver-
age create better reconstructions. If the model is over-saturated however, there
is less need for sharing features amongst samples and heuristics are needed to
achieve invariant feature detectors, as described above.

A more direct approach to achieve invariance might be to train the model on
invariant output and transformed input; the transformations applied to the in-
put being exactly the transformations we wish to achieve invariance to. Feature
detectors would be forced to be invariant to something in order to reconstruct
correctly and the sum of feature detectors should be invariant to all applied
transformations.

The denoising autoencoder can be seen in this light as it adds noise to the input
and reconstructs the clean input. The transformation applied here is noise and
the invariance we achieve is invariance to noise. We could explore this further
by rotating, translating, elastically deforming, etc. the input data and recon-
structing the clean output. But adding the transformations we wish to achieve
invariance to explicitly seems like a poor solution. Further, our human intuition
about the desired invariances will not work as well when we add additional layers
and need to describe the needed invariances of say, a rotation detector. Ideally
we would like a model that could be trained fully unsupervised, and achieve
invariances not limited to the extent of its authors understanding of the data.

I hypothesize that the transformations taking place over time are exactly the
transformations we wish to achieve invariance to and as such, prediction would
be a far better candidate for learning than reconstruction. In the case of video,
the frame to frame differences include translation, rotation, noise, illumination
changes, etc. In short all the transformations that we wish to achieve invari-
ance to. A model predicting video frames would take some number of previous
frames and attempt to predict the next frame. Training a model like this is an
instance of the previously described more direct approach to learning in which
each learning sample contains transformations.

Furthermore, prediction is a much harder task than simple reconstruction and it
is hypothesized that as such the model would be much less prone to over fitting
and see less need for heuristics such as sparsity, weight decay, etc.
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From a biological standpoint prediction as a candidate for learning makes good
sense. Being able to predict the environment and the consequences of ones ac-
tions is arguably what give intelligent life an advantage. Jeff Hawkins makes
this argument at length in [HB04] and Karl Friston suggests minimization of
free energy, or prediction error, as the foundation for a unified brain theory
[Fri03]. One very appealing feature of prediction as a learning framework is
that the learning signal, the prediction error, is unsupervised and readily avail-
able. There is no need for an external source of learning or complex setups for
defining the learning signal. Instead predictions are made at all time at the
neural level, and prediction error drives the learning. One of Jeff Hawkins ways
to illustrate that the brain is making predictions at all times is to point out that
you know what the last word in this sentence is before it ends.

Recent understandings [SMA00] of the mechanisms behind long term potenta-
tion and de-potentation in the neural connections can be seen in the light of the
prediction learning framework as well. Specifically the theory of spike-timing
dependent plasticity (STDP) describes that if the pre-synaptic neuron delivers
input to the post-synaptic neuron shortly before the post-synaptic neuron fires,
their connection is strengthened and if it delivers it after the post-synaptic neu-
ron have fired, their connection is weakened. In short, if a pre-synaptic neuron
can predict the firing of the post-synaptic neuron their connection is strength-
ened and if not, their connection is weakened. Experiments have shown that
implementing a STDP learning rule in a network of artificial neurons can lead
to the network predicting input sequences [RS01].

Prediction as a learning framework fits well with the array of evidence pointing
to a vast amount of top-down connections in the brain[EGHP98], which are
even expected to exceed the number of bottom-up connections [SB95]. It has
been shown that these top-down connections modulate the bottom-up input at
multiple stages in the visual pathway. [AB03, SKS+05]. Also, there is an asym-
metry in the bottom-up and the top-down connections effect. ”In particular,
while bottom-up projections are driving inputs (i.e., they always elicit a response
from target regions), top-down inputs are more often modulatory (i.e., they can
exert subtler influence on the response properties in target areas), although they
can also be driving” [KGB07].

2.1.2 Temporal Coherence

Temporal coherence is tightly linked to prediction and as such will briefly be re-
viewed here. Temporal Coherence is the observation that, generally, the objects
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giving rise to the sensory inputs are changing slowly over time. The objects in
mention here could be trees, or the sun or concepts such as time of day, which
are combined in a highly non-linear way to create the sensory inputs we per-
ceive. Whereas the objects are slowly and smoothly changing, i.e. a person
walking from one end of the room to the other, the sensory signals might be
rapidly and seemingly randomly changing, i.e. the pixels seen might alternate
quickly between black and white as the persons clothing folds and shadows are
cast.

The principle of Temporal Coherence been attempted to be used for learning
in the past [F9̈1, Sto96] and more recently have been attempted as a learning
principle for deep learning approaches. Two such approaches will be outlined
shortly here to illustrate how the idea can be applied.

One application of temporal coherence is to force deep representation to be tem-
porally coherent in some standard deep learning method as seen in [MMC+09].
The paper uses a convolutional neural net on a supervised learning task. It in-
troduces an extra unsupervised learning signal though, such that their algorithm
becomes:

• input a labelled image, and take a gradient step to minimize classification
error.

• input two consecutive image from unlabelled video and take a gradient
step to maximize the temporal coherence in layer N.

• input two non-consecutive images from unlabelled video and take a gra-
dient step to minimize the temporal coherence in layer N.

This learns the model to classify labelled images while it forces the represen-
tations in layer N to be temporally coherent. The paper sets layer N as their
next-deepest layer, the logic being that this should be the most high-level rep-
resentation of the image and thus should be varying the slowest.

Another more direct application of temporal coherence is seen in Slow Feature
Analysis (SFA). SFA focuses on extracting slowly varying time signals from time
sequences. In short SFA seeks to transform a N dimensional time signal to an
MN dimensional feature space in which each features temporal variance is min-
imized under the constraint that the features cannot be trivial i.e. being zero
or having zero variance and that each feature should be different (uncorrelated)



2.1 Introduction 32

[BW05]. How to find the MN dimensional feature spaces, e.g. learn in the
model is explained in [WS02] and is beyond the scope of this thesis. It should
be noted that SFA can be applied recursively, e.g. in a layer wise fashion where
the output of one SFA is the input to the next.

SFA has been applied to natural images undergoing various transformations over
time such as rotation, translation, etc, and lead to a rich repertoire of complex
cell like filters [BW05] as well as successfully applied to artificial data [WS02].

2.1.3 Evaluating Performance

When designing deep learning modules, it is difficult to evaluate their perfor-
mance quantitatively. Ultimately such modules are to be used in a deep archi-
tecture, on some classification task, but until the module itself have been shown
to find good representations of the data there is little point in building a bigger
model comprising many such modules to evaluate it using a classification task.
As such the majority of the evaluation of the following proposed models will be
qualitative, looking at what representations the modules find. As the proposed
models all work on natural video the receptive fields found will be compared to
the receptive fields of the primate visual cortex.

Figure 2.1: Estimated Spatio-Temporal receptive field of Macaque monkey.
Top: Example of a receptive field resembling a blob-detector. Bot-
tom: Example of an oriented spatio-temporal receptive field. Time
in miliseconds is superimposed (upper right corner, tilted) on each
image. Taken from [Rin02].
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Figure 2.2: Estimated receptive field of Macaque monkey at their optimal
time-delay. Several receptive fields resembling gabor filters at var-
ious orientations are visible. Taken from [Rin02].

Figure 2.1 and 2.2 shows the spatio-temporal and spatial receptive fields found in
Macaque monkeys[Rin02] consistent with previous findings [HW68]. For models
trained on video of natural scenes these are the kind of receptive fields the
modules are supposed to find, i.e. oriented gabor filters.

2.2 The Predictive Encoder

The following section introduces the Predictive Encoder (PE) as a candidate for
a prediction based deep learning model.

2.2.1 Method

The Predictive Encoder (PE) is an autoencoder that instead of reconstructing
an input, attempts to predict future input, given n previous inputs. It encodes
the concatenated previous inputs into a hidden representation and decodes the
hidden representation to a prediction of the future inputs.

Figure 2.3: Predictive Encoder with n = 2 previous input. Modified from
[Ben09].

The governing equations of the PE are very similar to that of a simple autoen-
coder.



2.2 The Predictive Encoder 34

h(x) = f(W1xt−1,t−2,...,t−n + b) (2.1)

z(x) = f(W2h+ c) (2.2)

L(x) =
1

2
||z − xt||2 (2.3)

Where h is a vector of hidden representations, f is a non-linearity, typically
sigm or tanh, W1 is the encoding weight matrix, xt−1,t−2,...,t−n is a concate-
nated vector of the n previous inputs, b is a vector of additive biases for the
hidden representations, z is a vector representing the prediction given by the
PE, W2 is the decoding weight matrix, c is a vector of additive biases, L is the
sum square loss function and xt is the input at time t, which the PE is trying to
predict. Learning is done by updating the parameters W1,W2, b, c with stochas-
tic gradient descent.

The PE can be trained layer-wise and stacked on top of each other, each trained
on the hidden states of the PE below creating the Stacked Predictive Encoder
(SPE) comparable to stacked auto-encoders or DBNs.

2.2.1.1 Relation to other models

Figure 2.4: CRBM with n = 2 previous input. Taken from [THR11].

The Predictive Encoder bears close resemblance to a Conditional Restricted
Boltzmann Machine [THR11] (CRBM). The main differences are that the CRBM
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has directed connections between the previous inputs and the input to be pre-
dicted, undirected connections between the hidden layer and the input to be
predicted, has stochastic neurons and uses contrastive divergence instead of
backprop for learning. There is no reason the Predictive Encoder cannot have
connections from previous inputs directly to the input to be predicted as the
CRBM does. In the CRBM these connections primarily serve to model simple
spatio-temporal pixel to pixel correlations, in effect a kind of whitening [THR11]
which frees up the hidden layer to focus on higher order dependencies. If the
data has been pre-whitened these might be less useful. CRBMs have been used
in modelling motion capture data [THR11] and phone recognition [MH10] with
good results for both. The predictive encoder can be seen as a simpler deter-
ministic variant of the CRBM, which is simpler to train.

Two related and highly influential models of cortical functions are Predictive
Coding (PC) [SLD82, RB99] and Biased Competition (BC) [DD95, Bun90].
Predictive coding is a model of cortical function hypothesizing that top down
information predicts bottom up information, and inhibits all bottom up in-
formation consistent with the prediction. In this way only the error signal is
propagated upwards, which allows for efficient coding of redundant/predictable
structures. Biased Competition is the seemingly opposite theory that top-down
information enhances bottom-up information consistent with the top-down in-
formation, serving to solve a competition for activity, i.e. solve which neural
representation gets to represent the input. The two models have been shown
to be equal under certain conditions [Spr08]. PC has been shown to replicate
end-stopping and other extra-classical receptive field effects [RB99] and two PC
models have been shown to lead to gabor like receptive fields when trained on
natural images [RB99, Spr12]. The proposed predictive encoder differs from
these models in that while they both mention an extension to temporal data,
they concentrate on the spatial predictions whereas the predictive encoder is
only defined for temporal data and inherently learns on spatio-temporal pat-
terns.

The predictive encoder can be seen as a denoising autoencoder which applies
a corruption process learned naturally from the data. Vincent ends his thor-
ough paper on denoising autoencoders discussing the benefits of this. ”If more
involved corruption processes than those explored here prove beneficial, it would
be most useful if they could be parametrized and learnt directly from the data,
rather than having to be hand-engineered based on prior-knowledge.” [VLL+10].
As mentioned it is hypothesized that the variations occurring over time are ex-
actly equal to the noise we wish to achieve invariance to and as such should
prove beneficial. The PE and the DAE differ in that the former is defined for
temporal data whereas the latter is defined for non-temporal data. The PE re-
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duces to a denoising autoencoder if the only noise occurring over time is random
and independent, such as a noisy neuron looking at the same input over several
time-steps.

2.2.2 Dataset

The dataset proposed for measuring invariances [GLS+09] was used. It consists
of 34 videos of natural scenes sampled at 60 frames per second at a spatial res-
olution of 640x360. In total there are 11.116 frames corresponding to roughly
3 minutes of video. The dataset has been whitened by applying a pass-band
filter and contrast normalized with a ”scaling constant that varies smoothly over
time and attempts to make each image use as much of the dynamic range of the
image format as possible” [GLS+09]. The dataset contains a number of common
variations such as translation, rotation, differences in lighting, as well as more
complex variations such as animals moving or leaves blowing in the wind. Seg-
menting or classifying natural video is a particular challenging machine learning
task. Unlike hand-written digits the underlying distribution giving rise to natu-
ral video is not low-dimensional, indeed its underlying distribution probably has
a higher dimension than the pixel representation. This specific set of natural
video is particular suitable due to the high frame rate at which it was captured,
and the good quality of the video.

Figure 2.5: Two random frames from the dataset used.

2.2.3 Results

The images comprising the dataset was split into patches of size 10x10 with no
overlap, resulting in 2304 patches per image, or roughly 25 million patches in
total from which a random subset of 100.000 patches were chosen.
A predictive encoder and an auto-encoder was created to model the patches.
Both the PE and the AE had 100 hidden units, used a small amount of L2
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weight decay of 0.00001, had a fixed learning rate of 0.1, a batch size of 1 and
was trained for 100 epochs resulting in ten million gradient descent steps. The
predictive encoder had n = 2, i.e. was given the two previous patches in the
same position and was trained to predict the given patch. The auto-encoder
was given the patch and trained to reconstruct the patch. The code ran for
approximately 6 hours.

Figure 2.6: Left: 100 output weights of an auto-encoder trained on natural
image patches. Right: 100 output weights of a predictive encoder
trained on natural image patches. Each image is contrast normal-
ized to between minus one and one.

As expected the auto-encoder did not learn a useful representation as the model
was not subjected to any sparsity constraints. The PE however did learn a very
interesting representation; amongst the receptive fields are oriented line detec-
tors, oriented gratings, gabor-like filters, a single DC filter and more complex
structured filters.

To compare to other methods two denoising autoencoders were trained on the
same data, again for 100 epochs, a fixed learning rate of 0.1 and a batch size of
1. Two levels of zero-masking noise levels was tried for the DAEs, namely 0.5
and 0.25, which both gave the same results.



2.2 The Predictive Encoder 38

Figure 2.7: 100 output weights of a denoising auto-encoder trained on natural
image patches Left: zero masking fraction of 0.5. Right: Zero
masking fraction of 0.25. Each image is contrast normalized to
between minus one and one.

It is evident that for this data and training regiment, the denoising autoencoder
did not find interesting features. It should be noted that denoising autoencoders
have been shown to find gabor like edge detectors and oriented gratings when
trained on natural image patches [VLL+10]. In that study the author used
a linear decoder, tied weights and various corruption processes each leading
to slightly different results. There seems to be no reported attempts at using
standard RBMs for modelling natural image patches, but more advanced RBM-
like models, including spike-and-slab RBMs [CBB11] and factored 3-way RBMs
[THR11] have been used successfully leading to gabor-like filters.

It is interesting to examine the levels of sparsity of the models trained as we have
a strong basis of evidence for sparse coding in the brain. To do this all 100.000
patches were fed through the models, the activations of their hidden units were
recorded and a histogram of all hidden neuron activities for all patches were
created for each model.
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Figure 2.8: Hidden neuron activations for natural image patches. Top: AE.
Middle: PE. Bottom: DAE.
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Figure 2.8 shows that the AE did not find a sparse representation while the
PE did find a sparse representation, which seems to be bi-modal with increased
counts at around 0.4, 0.6 and 0.7 levels of activation. The DAE finds a slightly
less sparse representation which also seems slightly bi-modal, but without the
increased counts at higher activation level. It is interesting to note that the
trivial blob detectors found by the DAE leads to a somewhat sparse representa-
tion. As such, a sparsity constraint does not seem to be a guarantee for finding
a good representation.

The PE is different from the other models in that it is looking at spatio-temporal
patterns. To visualize what the PE is picking up we can look at the input weights
partitioned into those looking at the patches at different time steps.

Figure 2.9: Left: first 100 input weights of a PE trained on natural image
patches. Left: second 100 input weights of a PE trained on natural
image patches. Each image is contrast normalized to between
minus one and one.

Most of the neurons are nearly equal in the two images, reflecting the high de-
gree of frame to frame similarity, but a few neurons are picking up temporal
patterns, which is easy to see when rapidly flickering between the two images,
less so when viewed on paper. If the image grid is a standard coordinate system
then neuron (3,8) can be seen as a rotation detector as it picks up on lines in
one direction in the first frame and a lines in the perpendicular direction in
the second frame. Neuron (7,1) and (7,4) are curiously picking up on the same
input, which are vertically moving lines.

It has been shown that predicting the frame-to-frame variations in natural image
patches with a very simple model lead to a sparse hidden representation with
receptive fields similar to those found in the visual cortex. These results are
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highly encouraging for prediction learning as a framework. Models used on
natural images are usually much more complex, as in the case of the factored
RBM, employs sparsity as an explicit optimization goal or uses hand-crafted
architecture and or hyper-parameters as in the case of CNNs and DAE. While
the feature detectors found were not perfect, it is likely that much better feature
detectors could be found with a more thorough search of the hyper-parameters
space and by examining similar models, e.g. a PE with a linear decoder, or with
visible to visible connections as in the conditional RBM.

2.3 The Convolutional Predictive Encoder

The following section introduces the Convolutional Predictive Enoder (CPE) as
a candidate for a prediction based deep learning module that scales to realistic
size images.

2.3.1 Method

The CPE is a natural extension of the PE built to scale the PE up from patches
to realistic size images. A convolutive model was decided upon for computa-
tional speed and built-in translation invariance. The Convolutional Predictive
Encoder is very similar to a convolutional autoencoder [MMCS11], but instead
of encoding/decoding the input to itself it encode/decodes the input into future
input and instead of working on images, it works on stacks of images. In the
following the stacks of images are oriented such that the first dimension is time,
and the second and third dimension are spatial, i.e. (2, 3, 4) refers to pixel (3,4)
in image 2.
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Figure 2.10: Convolutional Predictive Encoder one input cube, 3 feature
cubes, input kernels and output kernels and one output cube.
The black images in the output cube are not used for learning
due to edge issues as described in the text.

The CPE encoding works by convolving an input cube, with a number of input
kernels, adding a bias and passing the result through a non-linearity resulting
in a number of feature cubes. The activations Aj of a single feature cube j is

Aj = f

bj +
∑
i∈Mj

Ii ∗ ikij

 (2.4)

Where f is a non-linearity, typically tanh() or sigm(), bj is a scalar bias, Mj

is a vector of indexes of the input cubes Ii which feature cube j should sum
over, ∗ is the three dimensional convolution operator and ikij is the kernel used
on input cube Ii to produce input to the sum in feature cube j. In figure 2.10
there is only a single input cube and as such the sum is redundant in this case.
The sum has been included to allow multiple input cubes to be present, e.g.
stereo vision. Following [MMCS11] a max pooling operation was included in
the feature cube layer. This max pooling operation sets all values of the feature
cube to zero except for the maximum value, which is left untouched, in non-
overlapping cubes of size (sx, sy, sz). This effectively forces the feature cube
representation to be spatio-temporally sparse with a fixed activation fraction
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of 1/(sxsysz). This sparsity constraint might not be necessary to use when
working in prediction mode, as the prediction problem is much harder than
reconstruction, but it was included to allow comparison to [MMCS11] and to
give good results in reconstructive mode.

Aj = maxpoolsx,sy,sz (Aj) (2.5)

Similarly, the decoder works by convolving the feature cubes with output kernels,
summing all the results, adding a bias and passing it through a non-linearity.
The decoded output Oi is

Oi = f

ci +
∑
j∈Ni

Aj ∗ okij

 (2.6)

Where ci is a scalar additive bias, Mj is a vector over which feature cube should
contribute to this output cube and okij is the output kernel associated with
output cube i and feature cube j. In figure 2.10 M1,2,3 = [1] and N1 = [1, 2, 3],
i.e. the CPE is fully connected.

The loss function is given as the sum squared difference between each output
cube Oi and the time-shifted input cubes Îi.

L =
1

2

∑
i

||Oi − Îi||2 (2.7)

The time shifted input cubes are the input cubes shifted N time step forward,
where N is the depth of the input and output kernel. If the input cubes are
stacked video frames then the bottom frame corresponds to the first frame, i.e.
t = 0. In 2.10 the kernel depth is 2 and as such in the time shifted cube the
bottom frame would then the third frame, i.e. t = 2.
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Figure 2.11: Left: stack of input frames. Right: input frames time-shifted 2
steps.

This ensures that the output frame at t = T only receives input from input
frames t < T and as such is cannot reconstruct but has to predict. More
precisely if the kernel is N deep in the time-dimension (the kernels in figure
2.10 are 2 deep), the output frame at t = T receives input from input frames
T − 2N ≤ t ≤ T − 1.

The model is trained with stochastic gradient descent to minimize the loss func-
tion.

∆θ = α
∂L(i)

∂θ
(2.8)

θ = θ −∆θ (2.9)

Where θ is a parameter, i.e. a bias or kernel weight, α is the learning rate, and
L(i) is the instantaneous loss when given input cube i. A derivation of the par-
tial derivatives of each parameter in one dimension can be found in appendix.
The derivations for n-dimensions are the same, just with n dimensions. In short,
computing the gradients can be done in a backprop-like way where the error is
propagated backwards in the network using convolutions.

When using the convolution operator there is a problem of edges. Convolving
two 1 dimensional signals of length n and m gives a resulting signal of length
n −m + 1. The same holds true for n-dimensional signals. After two convolu-
tions corresponding to encoding with an ne size kernel and decoding with a nd
size kernel, the resulting signal is n −me − nd + 2. In other words the output
cube is smaller than the input cube. To overcome this problem the input cube
is padded with zeros. This results in equal sized input and output cubes, but
the output cube is not correct as the edges of the output cube receive input
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from the zero padded region of the input effectively receiving less input than
the central parts. If the model is trained in this way the kernels will learn poor
representations as they collapse in the edges and corners. To overcome this the
error is multiplied element-wise with a mask of zeros such that the errors at the
edges become zero and thus do not contribute to the learning. Specifically, if
the input/output cubes are size (x, y, z) and the input and output kernels are
size (kx, ky, kz) then the input cube is padded with (kx, ky, kz)−1 zeros and the
(kx, ky, kz)−1 outermost parts of the output cube is zero masked. In figure 2.10
the black images, i.e. the first and last images are zero masked. Not shown is the
border of the inner images which are also zero masked. Other more advanced
methods for handling edges have been shown to give good results as well [Kri10].

To speed the learning a second order methods is used. The idea in second order
methods is to approximate the loss as a function of the parameters locally with
a second order polynomial. This is a better approximation than the first order
polynomial employed with gradient descent as it takes into account the curvature
of the loss function. This avoids taking too large steps when the curvature is
high, and increases the step size when the curvature is small. However, the
second order methods are not well defined for stochastic learning [LBOM98]
and instead a stochastic diagonal levenberg-marquardt method [LBOM98] is
used. In it each parameter θi is given its own learning rate ηi.

ηi =
α

µ+ ∂2L
∂θ2i

(2.10)

Where 0 < µ < 1 is a safety factor added to keep the learning rate from blowing
up when the second derivatives goes to zero. The second derivative of the sum
squared loss function with respect to all parameters θ is

L =
1

2

N∑
n=1

(O(n) − ˆI(n))2 (2.11)

∂L

∂θ
=

N∑
n=1

(O(n) − ˆI(n))
∂O(n)

∂θ
(2.12)

∂2L

θθT
=

N∑
n=1

∂O(n)

∂θ

∂O(n)

∂θ

T

+ (O(n) − ˆI(n))
∂2O(n)

∂θ∂θT
(2.13)

The second order partial derivatives are dropped as well as the off diagonal
terms as an approximation and a way to ensure that the learning rate stays
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positive [LBOM98].

∂2L

∂θ∂θT
≈

N∑
n=1

∂O(n)

∂θ

∂O(n)

∂θ

T

(2.14)

∂2L

∂θ2i
≈

N∑
n=1

∂O(n)

∂θi

2

(2.15)

A derivation of this approximation can be found in appendix. The second order
derivatives can be evaluated on a subset of the training data and only needs to
be re-evaluated every few parameter updates due to the slowly changing nature
of the second derivatives [LBOM98].

To further decrease learning time momentum is used [YCC93]. Momentum is a
trick to increase the learning rate in long narrow ravines of the loss function and
decrease oscillations along the steep edges of the ravine. Instead of applying the
calculated parameter update directly, it is used to change the velocity of the
parameter update.

v = βv + ∆θ (2.16)

θ = θ − v (2.17)

Where β is a constant between 0 and 1 that specifies how much momentum
the parameter updates should have, i.e how much they should remember earlier
parameter updates.

2.3.1.1 Relation to other models

There are surprisingly few attempts at learning invariant feature detectors from
video, perhaps attributed to the computational cost of working with video. State
of the art approaches instead uses hand coded spatio-temporal interest points
[Lap05, KM08], which, as they are not learned, are outside the scope of this
thesis. The two most prominent deep learning methods attempting to learn
these feature detectors will be briefly introdued.

The model most similar to the CPE is the Space-Time Deep Belief Network
(ST-DBN) [Che10]. The ST-DBN model is built of alternating layers of spatial
and temporal convolution each followed by probabilistic max pooling as intro-
duced by [LGRN09] using convolutional RBMs (CRBM) as the learning module.
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The CRBM learns using a hybrid of contrastive divergence and stochastic gra-
dient descent to maximize the log likelihood of the training data while explicitly
enforcing a sparsity constraint on the max-pooled units.

Figure 2.12: Space-Time DBN (ST-DBN). Spatial layer - Left: A sequence of
images v(0), v(1)...v(nV t), each arranged as a stack of three color
channels, are each convolved with a number of spatial kernels
W into |W | ∗ nV t feature maps, which are then max pooled into
p(0), p(1)...p(nV t) pooled spatial feature maps. Temporal layer -
Right: The temporal layer takes the pooled spatial feature maps
as input, concatenates all pixels at identical positions and se-
quential times into a long matrix representing ’feature activity’ at
’time’. This matrix is then convolved, with a number of temporal
kernels W ′, max-pooled in the time dimension, and re-arranged
back into the original two-dimensional pattern of a video frame.
Taken from [Che10].

The ST-DBN was trained on the invariance measure dataset [GLS+09], and
showed increased invariance over a convolutional DBN, was applied to the KTH
human action dataset [SLC04] and showed competitive performance and was ap-
plied to video denoising and unmasking with some success. The ST-DBN differs
from the CPE in that the ST-DBN divides the spatial and temporal convolution
and max-pooling into two seperate layers. Also, the ST-DBN is trained to re-
construct, rather than predict, and thus is highly overparameterized leading to
the need for a sparsity constraint. In contrast the CPE extracts spatio-temporal
features in a single layer and uses prediction as its learning signal.

Taylor et al. proposed a multi-stage model to learn unsupervised features from
video for recognizing human activities in the KTH and Hollywood2 dataset
[TB10]. The model first divides the video into local space-time cubes of a
manageable size and uses Gated RBMs (GRBM) [MH07] to model the frame-
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to-frame transformations. In a gated RBM, the hidden features, or so called
’transformation-codes’ modulates visible frame-to-frame weights, thus allowing
the features to modulate lower level correlation between successive frames. The
model then learns a sparse dictionary of the latent transformation-codes, which
finally, are max-pooled and fed into a SVM for classification. The model achieves
competetive results on both the KTH dataset and the Hollywood2 dataset. The
CPE, in contrast is a simpler architecture and only uses a single building block.

Figure 2.13: The model proposed by Taylor et al. Taken from [TB10].

2.3.2 Results

In the following experiments the same dataset as for the predictive encoder was
used. This time the images were not made into patches but were resized to
160x90 for computational efficiency.

The first experiment was a convolutional predictive encoder with 20 input/output
kernels (i.e. 20 feature cubes) of size (2x5x5). Conservative hyperparameters
were chosen: a fixed learning rate of 0.001, µ of 1 such that the second order
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method could not speed up learning in in flat regions of parameter space only
slow it down in curved regions, momentum of 0.5 and a max pooling scale of
(1, 1, 1) equal to no max pooling. A batchsize of 10 was chosen, and the second
order gradients were re-calculated for every parameter update. The code was
run for 10.000 parameter updates, giving 10.000 ∗ 10/11.116 ≈ 9 epochs which
took around 14 hours. The results were not encouraging.

Figure 2.14: Top map of 20 output kernels of a CPE without max-pooling.
All images are contrast normalized to between minus one and
one.

Figure 2.14 shows the top layer of all output kernels of the trained CPE, which
can best be described as noise. The bottom layer was equally noisy. The noise
arises because the images are all very close to zero but contrast normalized to
be between -1 and 1. Several values of hyper-parameters were tried for multiple
runs of similar models. None of them gave better results.

To assert whether the implementation was faulty, experiments like the ones on
MNIST in [MMCS11] were created to enable comparison. The experiments
described in [MMCS11] uses Convolutional Auto-Encoders (CAE) which are
exactly equal to the PCE, if one does not time-shift the output cube when
calculating loss, i.e. they reconstruct, instead of predicting. CAEs are heavily
over-parameterized, as each feature map contains about as much information as
the input image. As such a CAE with a single feature map can reconstruct any
image very well by simply copying the pixels. The non-linearities make this a bit
more complicated, but the problem remains: a CAE with K feature maps are
approximately K times over-complete [LGRN09]. Three CAEs were created and
trained on the MNIST dataset. All CAE had 20 feature maps, 20 input/output
kernels of size 5x5, µ = 1, momentum = 0.5, a fixed learning rate of 0.001,
batchsize of 10 and ran for 18.000 parameter updates or 18.000 ∗ 10/60.000 =
3 epochs. The code ran for approximately 1 hour. With the second order
method and momentum they quickly converged, and after approximately 10.000
parameter updates the improvements in reconstruction were small. The second
order gradients were re-calculated for each parameter update. The first CAE
was as described, the second was a denoising CAE, by zero-masking 50% of
the input image pixels and the third CAE was max-pooled with a pool-size of
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2x2. In the following figures each image is contrast normalized individually to
be between minus one and one.

Figure 2.15: Left: Kernels of a CAE trained on MNIST. Right: The 20 feature
maps for a single sample.

Figure 2.16: Left: Kernels of a denoising CAE trained on MNIST. Right: The
20 feature maps for a single sample.
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Figure 2.17: Left: Kernels of a max pooled (2x2 pool) CAE trained on
MNIST. Right: The 20 feature maps for a single sample. The
effect of max-pooling is visible.

The results are in accordance with [MMCS11] in that the kernels found for
the CAE and DCAE are fairly noisy, while the max pooled CAE found better
kernels. While the kernels found by the max-pooled CAE were better they were
still not quite what one would expect, i.e. stroke detectors. In an effort to
achieve better kernels a final CAE was trained. The CAE was identical to the
ones described above, except its kernels were 9x9 and its pooling size was 9x9
thus heavily constraining the representational power of the feature maps.

Figure 2.18: Left: Kernels of a max pooled (9x9 pool) CAE trained on
MNIST. Right: The 20 feature maps for a single sample. The
effect of the large max-pooling size is visible.
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This finally gave good kernels resembling stroke detectors, gabor filters and big
blob detectors. The effect of the max-pooling is visible in the very sparse rep-
resentation in the feature maps.

Having shown that the CPE/CAE implementation can replicate findings and,
with a sufficiently large pooling, size leads to good kernels on MNIST there
are two possible reasons for the failure of the CPE. 1) the fault is in the the
time-shifting part, i.e. when using the model for prediction rather than recon-
struction or 2) the data used is faulty. A third possible explanation is that
prediction is simply not a good learning signal for learning invariant features,
but this would contradict the earlier findings.

To ascertain whether the fault was with the data or the time-shifting mode, a
CAE, similar to the latest CAE trained on MNIST was created and trained in
reconstruction mode on the the natural images. If this experiments succeeded
in learning good features the fault would probably be in the time-shifting part
of the model, i.e. when using it for prediction. The CAE was identical to
previously described CAEs except it had 2x11x11 input/output kernel sizes and
a max-pooling size of 1x10x10 as this parameter region had been shown to
find the best kernels on the MNIST dataset. The CAE was trained with more
aggressive hyperparameters of µ = 0.1, momentum = 0.9 and a fixed learning
rate of 0.01. The aggressive hyperparameter settings was found to be possible
and beneficial in these heavily max-polled architectures. The results were not
good.

Figure 2.19: Weights of a CAE with 1x11x11 kernels and max-pool size of
1x10x10.

The kernels look random, which is because they are all very close to zero and
contrast normalized. That the kernels are all zero are evident from the predic-
tions the model made.
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Figure 2.20: Left: Correct image. Right: Predicted image.

Seeing as the results were also poor in reconstruction mode, the error probably
stems from the data used. The main difference between the data used in the PE
and in the CPE is that the PE works on patches cut from the original un-resized
data, whereas the CPE works on whole, resized, images. Looking closer at the
resized data it is evident that much of what was structure in the original image,
resembles noise after resizing. This is probably due to the combined effect of
whitening followed by resizing. Whitening removes local pixel correlation while
the resizing algorithm introduces it by taking means over local regions.

Having made apparent that it was the resizing employed that caused the prob-
lems a series of new experiments were run on the non-resized data. A central
190x160 patch was cut out of each image, giving the same data size as previ-
ously, but without the resizing problem. The series of experiments were run with
spatial max-pooling sizes varying from one to four, and temporal max pooling
varying between one and two. The experiments were all run using the conserva-
tive hyper-parameter setting, with 20.000 parameter updates. Each experiment
took approximately 70 hours to run. The kernels found can be seen below.

Figure 2.21: CPE kernels. No max-pooling. Top: Input kernels. Bottom:
output kernels. Time goes from top to bottom.
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Figure 2.22: CPE kernels. 2x2x2 max-pooling. Top: Input kernels. Bottom:
output kernels. Time goes from top to bottom.

Figure 2.23: CPE kernels. 1x2x2 max-pooling. Top: Input kernels. Bottom:
output kernels. Time goes from top to bottom.

Figure 2.24: CPE kernels. 2x3x3 max-pooling. Top: Input kernels. Bottom:
output kernels. Time goes from top to bottom.

Figure 2.25: CPE kernels. 1x3x3 max-pooling. Top: Input kernels. Bottom:
output kernels. Time goes from top to bottom.
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Figure 2.26: CPE kernels. 2x4x4 max-pooling. Top: Input kernels. Bottom:
output kernels. Time goes from top to bottom.

Figure 2.27: CPE kernels. 1x4x4 max-pooling. Top: Input kernels. Bottom:
output kernels. Time goes from top to bottom.

All of the experiments has kernels showing structure, even the first experiment
without max-pooling, although all experiments also feature seemingly noisy ker-
nels. The first experiment without any max-pooling finds two gabor-like filters,
a corner detector, several blob detectors and several noisy kernels. Interestingly
there is a difference in the input and output kernels; the input kernels are mostly
the same over time, whereas the output kernels changes over time. This phe-
nomena can be seen in figure 2.25 the most clearly. It is evident that introducing
spatial max-pooling results in better kernels, while temporal max-pooling seems
to result in slightly worse kernels. The CPE with 1x3x3 max pooling seems to
find the best kernels overall.

In order to more quantitatively evaluate the performance of the CPEs trained
the prediction error is used. A simple baseline to compare against is using the
last shown image as the predicted output which gives a mean prediction error
of 33.79 with a standard deviation of 30.85. Table 2.1 shows the mean and
standard deviation of the prediction error on the last 1000 parameter updates
for CPEs of varying max-pooling sizes.
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max-pool size 1x1 (s) 2x2 (s) 3x3 (s) 4x4 (s)
1 (t) 19.06 (13.01) 20.43 (13.62) 20.28 (12.79) 21.53 (13.11)
2 (t) 24.93 (14.54) 26.01 (14.25) 26.70 (14.27)

Table 2.1: Mean prediction error (standard deviation), of CPE for varying
sizes of spatial (s) and temporal (t) max-pooling.

All CPEs give better predictions than the baseline of just using the last input
image as the prediction, which had a mean prediction error of 33.79. The stan-
dard deviation is relatively high on all CPEs, reflecting the variety of scenes
in the dataset. It is evident that the temporal max-pooling severely limits the
CPE ability to make accurate predictions. This could be simply due to the fact
that it has less expressive power, but the CPE with 2x2x2 max pooling has more
power than the CPE with 1x4x4 max pooling, and has worse prediction error.
A single predicted frame from each model along with the frame to be predicted
are shown below.
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Figure 2.28: CPE predicted frames. Top left: frame to be predicted. From
top-left to bottom right max pooling sizes: 1x1x1, 2x2x2, 1x2x2,
2x3x3, 1x3x3, 2x4x4, 1x4x4.

The CPE predictions looks like a blurred version of the real image. If one flick-
ers rapidly between the target frame and the predicted frame, one will see that
the predicted frame is actually translated a couple of pixels to the right. These
frames are from a video that is slowly translating left, so what the CPEs have
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done are to reconstruct a blurred version of the last input image they saw. In
terms of prediction, a blurred version of the last input is not a bad strategy,
but it is far from optimal. The blurred reconstruction somewhat contradicts the
highly structured kernels found.

In summary the CPE was shown to learn some structured filters, resembling
gabor filters and some noisy filters. The predictions made by the best CPEs
seemed to be blurred reconstructions of the last input images they were shown.
The discussion will evaluate and attempt to explain some of these findings.



Discussion

Promising findings

The prediction learning framework leads to structured filters, some
resembling gabor filters

The predictive encoder and the convolutional predictive encoder trained on nat-
ural video have both been shown to lead to hidden representations with receptive
fields responding to structured filters, some resembling oriented gabor filters.
This is the strongest finding of this thesis, as it directly supports the hypoth-
esis that a simple learning rule based on minimizing prediction error works to
the degree that it can replicate receptive fields as those seen in visual area
V1. Few learning paradigms exists that have found these filters, most notable
are sparse coding [OF97] including all the models using sparsity constraints,
e.g. [LGRN09, LZYN11], Independent Component Analysis [vHR98] and slow
feature analysis [BW05]. This is a new paradigm, that while not perfect, has
several attractive properties, is biologically plausible and has a solid theoretical
foundation.
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Minimizing prediction error is a general, unregularized, and simple
learning rule.

The proposed architectures and learning algorithms have several attractive at-
tributes. First of all the learning rule is general. It can be applied to any sensory
data, including vision, sound, touch, taste which all have a temporal component
and any imaginable man made temporal data such as weather readings (pres-
sure, temperature, wind speeed, etc.), traffic flow, website usage, stock market
trends, etc.

Another very attractive property is that there was no need to regularize the
algorithm, e.g. using a sparsity constraint or limiting the hidden layer size.
Instead of learning an easy task while severely limiting the model the prediction
learning framework learns a hard task without imposing any constraints on the
model. This reduces the amount of hyper-parameters and lends strength to
the core hypothesis, that prediction alone can serve as a learning signal. As
mentioned several other proposed models does not find good representations
without being sparsity constrained. While their results are usually impressive,
the need for a sparsity constraint shows that their core learning algorithm is not
sufficient to find good representations. While the CPE did find better filters
when max-pooled, the PE found good filters without any regularization with an
overcomplete hidden representation. It is hypothesized that enough training of
a CPE without max-pooling would lead to similar results.

In line with not requiring any regularization the learning algorithm and ar-
chitectures are relatively simple. The learning algorithm is simply stochastic
gradient descent on the prediction error, implemented computationally using
the well known back-propagation algorithm. The proposed architectures are
also relatively simple, basically being extensions into the temporal domain of
an autoencoder and a convolutional autoencoder respectively. For the CPE the
more advanced stochastic diagonal levenberg-marquardt learning algorithm was
introduced to speed up learning, but this is not a required step, it merely reduces
learning time.

The top-down predictions are useful and fit into the theoretical frame-
work of biased attention.

The top down connections in the prediction learning framework are useful in two
ways. First, being able to predict ones immediate sensory input is very useful
for ones survival, such that one can avoid pain. If stacked up in a hierarchical
manner, being able to predict high-level representations of the word might enable
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one to predict longer-term effects of actions. From an evolutionary standpoint it
is highly likely that genes enabling this kind of prediction would proliferate. It is
important to note that while one may predict the long and short term effects of
ones actions, the proposed framework does nothing to explain actually deciding
which action to take, which implies understanding some notion of ’good’ or
’bad’. But having a notion of ’good’ or ’bad’ without being able to predict the
effects of ones actions would be equally useless. Secondly it is impossible to infer
the correct configuration of the scene giving rise to the sensory inputs out of the
infinite possible configurations giving rise to the same scene without having top-
down connections [Fri03]. In this light the top-down connections disambiguate
highly ambiguous sensory input, based on memory, higher order beliefs and
previous sensory input. A further strength of the proposed framework is that
the top-down predictions fits directly in to the larger theoretical frameworks of
biased attention and predictive coding.

The prediction learning framework has been shown to scale to full
size images

Scaling to realistic image sizes, i.e. 200x200 pixels remains a challenging task
[LGRN09], and has been identified as a key challenge for the deep learning
community by Andrew Ng [Ng09]. Scaling video to realistic sizes are even more
challenging due to the extra dimension of data. The CPE was shown to find some
good representations when trained on video of size 160x90 pixels. While this is
not yet realistic size video it is fairly close and provides enough information to
convey complex scenes. The use of a convolutional model was required to scale
to this level.

The proposed models can be trained layerwise and stacked into deep
architectures

The PE and CPE were specifically designed such that they could easily be
stacked into deep architectures as this have been shown to be a promising way to
learn deep hierarchical feature representations. In the case of the PE, the data
would simply be transformed into the hidden representations and the second
layer would learn with these as their visible states. The same holds true for the
CPE, where the second layer CPE would learn on the activities of the feature
cubes of the first layer CPE. So far experiments have been focused on learning a
single layer of these models, in order to validate their effectiveness as a learning
module. It remains to be shown whether they work well when stacked up.
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Challenges

Several of the filters found are not gabor filters

The main problem is that far from all of the filters found are gabor filters.
Most other models find one set of filters, i.e. blob detectors or oriented gratings
or gabor filters. The PE finds a mix of all of these, which shows that the
model is not restricted to one type of filters or the other, but instead can find
a combination of filters most suitable to the task at hand. The CPE found
several noisy filters so it might be prudent to look at the differences of the two
models. The key difference is in the training. The CPE was trained for much
fewer parameter updates, 20.000 compared to 10 million, using a much smaller
learning rate 0.001 compared to 0.1, though due to the second order method
and momentum, the maximum possible learning rate for the CPE was 0.004.
Also every gradient step of the CPE the kernel weights were fitted to minimize
prediction error over all image positions. This is comparable to training the
PE with a mini batch size of approximately (160 − 10 + 1)(90 − 10 + 1)(11 −
2 + 1) = 122.310 which is quite unlike the mini batch size of 1 that was used.
In effect the CPE could maximally change its weights 0.004 gradient

step 20.000 step =
80 gradient, on a ”global” loss function while the PE could change its weights
0.1 gradient

step 10× 106 step = 1× 106 gradient on a local loss function. Further the
global loss function is hypothesized to be much flatter due to the averaging out
of nearly all gradients, while the local loss function for a single batch will have
steep parameter gradients minimizing the loss on just that patch. This might
be one explanation as to why the PE found much better filters than the CPE.
It is hypothesized that with more learning the CPE would find better kernels.

Sensitivity to max-pooling hyper-parameter

Sparsity constraints have been shown on numerous occasions to lead to gabor like
filters in models trained on natural images. As such, using a sparsity constraint
while investigating a new models ability to extract gabor like filters from natural
data is not optimal as any positive results could be attributed to the sparsity
constraint. For this reason the models proposed have been free of sparsity
constraints, except for the max-pooling in the CPE. The max-pooling in the
CPE was used as max-pooling was shown to lead to much better filters in the
static case when training a CAE on MNIST. Unfortunately it also proved to
lead to better filters in the CPE, thus making it hard to distinguish whether
the good filters found were due to max pooling on a noisy reconstruction task,
which prediction can be approximated as, or whether it was due to minimizing
prediction error. It should be noted, that while the filters are not as good, the
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CPE without max-pooling did find gabor like filters, especially on the input
kernels. It is hypothesized that with enough training max-pooling becomes less
needed.

Long training time

A major problem with the CPE was the prohibitively long training time. The
final models, which were trained for just 20.000 parameter updates took approx-
imately 70 hours to train. This made debugging, trying out hyper-parameters
and testing hypothesises very time consuming and a lot less flexible and easy
than desired. The training time for the PE was approximately 10 times less,
reflecting that the CPE processed what corresponds to 20.000 × 122.310 =
2.44×109 image patches, whereas the PE only processed 10×106 image patches.
In this respect the CPE trained relatively faster, but the huge amount of training
data slowed it down.

Future research

Use Spatio-Temporally whitened data

The single most interesting observation is that the data used was not temporally
whitened. Spatial whitening is a sound pre-processing step which removes pixel-
to-pixel correlations, usually found between neighbouring pixels to force the
model to find more interesting features than blob detectors. But if the data
is not temporally whitened the model can simply find temporal blob detectors
and use those to good effect for reconstruction. It is hypothesized that the
lack of temporal whitening has made the prediction task much easier, allowing
the models to find less spatio-temporally interesting filters and that spatio-
temporally whitening the data would lead to much better filters. That spatio-
temporal whitening is a sound step is supported by the finding that the human
visual system seems to perform this exact processing [CASB09]. Running the
same experiments on spatio-temporally whitened data should be a top priority
for future research.

Find a way to train the CPE more efficiently

As have been pointed out the training time for the CPE was excessive and the
number of training iterations and the learning from each iteration too small.
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Research should be directed at finding a training regime that uses less patches
per training iteration, which would lower the training time per iteration allowing
more iterations. Simple ideas include smaller images patches, i.e. 80x45 or 50x50
and smaller temporal batches, e.g. 3 images per input cube instead of 11. To
scale up the model again the filters found on the smaller input cubes could
simply be used on larger input cubes, which should work just as well as filters
learned on bigger input cubes.

Use parallel computing

To further reduce the training time the computations should be done in par-
allel, ideally on a GPU or GPU cluster. Currently the computations were all
run sequentially resulting in the long training times observed. The CPE is ide-
ally suited for GPU computing as 99.99% of the computational time was spent
doing convolutions, a task which can be done efficiently in parallel on a GPU,
although many small convolutions are less efficiently calculated on a GPU than
fewer larger ones [AUAS+12]. A simple idea to avoid several small convolutions
is to pool them into one large convolution, and then separate out the results
afterwards.

Evaluate the models quantitatively

If the models, after the proposed changes, consistently finds good representa-
tions, experiments should be carried out that can evaluate the performance
of the models quantitatively. A natural first choice of measure would be the
invariance measure proposed by Goodfellow [GLS+09], which measures a fea-
ture detectors selectivity and invariance to temporal changes. Using the models
for classification should be the next step. Datasets like the KTH human ac-
tions dataset [SLC04] and Hollywood and Hollywood2 [MLS09] are both spatio-
temporal and should serve as good benchmarks.

Investigate similarities with the denoising autoencoder

As previously mentioned the PE is comparable to a DAE, in which the added
noise is the differences between successive frames. It would be interesting to
thoroughly investigate these frame-to-frame statistics to determine if they could
be approximated with some distribution, and if using this distribution for the
corruption process in a DAE would lead to results similar to those found by the
PE. This would be a good first start to answer whether the filter found by the
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PE is a result of learning to de-noise the frame-to-frame difference distribution,
or whether it is predicting the highly structured transformations taking place
that leads to good filters.

Investigate similar models

Several models close to the PE and CPE exists that would be interesting to
investigate. A first natural choice based on the conditional RBM is a PE or
CPE with visible to visible linear connections. The visible to visible connections
could model simple correlations which would free up the top-down connections to
model higher order dependencies. In a similar vein, and inspired by predictive
coding, the top-to-bottom connections could carry only the error signal, i.e.
how wrong were the predictions made. The layer above would learn to model
the errors made by the lower layer, effectively carrying exactly the information
needed to make perfect predictions at lower levels in the top-down connections.



Appendix: One-Dimensional
convolutional

back-propagation

The core equations for the convolutional neural net

a(x) = sigm

(
b+

(
N∑
n=1

i(x− n) ik(n)

))

o(x) = sigm

(
c+

(
M∑
m=1

a(x−m) ok(m)

))
e(x) = o(x)− y(x)

L =

∑X
x=1 e(x)

2

2
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The partial derivative for c, the output bias.
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The partial derivative for ok, the output kernels. Notice that a′ equals a flipped
in all dimensions, i.e. reverse ordered.
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The partial derivative for b, the feature biases.
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The partial derivative for ik, the input kernels.
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Appendix: One-Dimensional
second order convolutional

back-propagation

The core equations for the convolutional neural net

za(x) = b+

(
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)
a(x) = sigm(za(x))
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a(x−m) ok(m)

)
o(x) = sigm(zo(x))

e(x) = o(x)− y(x)
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The partial derivative for any parameter h.
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The partial derivative for b, the feature bias.
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The partial derivative for ik, the input kernels.
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