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Abstract
We give two quantitative contributions to electro-encephalography (EEG)
source localization. First, we investigate how erroneous forward models
influence current density source reconstruction. Second, we present the
first unified hierarchical Bayesian framework that simultaneously recon-
structs the sources and the forward model. Modeling the uncertainties
involved in the forward model, i.e. the representation of the conductiv-
ity distribution, the cortical surface, and the electrode locations, has the
potential of giving better source location.

1 Introduction

Electro-encephalography (EEG) holds great promise for functional brain imag-
ing due to its high temporal resolution. In comparison with functional magnetic
resonance imaging (fMRI) and positron emission tomography (PET), the slow
hemodynamic response does not affect EEG. In addition fMRI and PET involve
heavy scanner equipment and immobilization constraints that compromise the
experimental situation, while EEG can be performed under much more natural
conditions.

Today EEG based brain imaging suffers from a lack of spatial specificity
due to the complex propagation of neural quasi-static electric fields to the array
of sensors placed at the scalp surface. Motivated by the desire to perform
reliable and precise reconstruction of the neural current density, much effort
has been devoted to development of improved inversion methods. The current
literature can be divided in two major approaches: Equivalent current dipole
(ECD) and distributed models. In ECD methods [1, 2] it is assumed that the
brain activity is generated by a small number of focal sources, which restricts
the source localization problem to a challenge of determining the positions and
orientations of the ECDs.
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In distributed models several prior assumptions are made in order to solve
the ill-posed inverse problem. For example [s-norm approaches, like the weighted
minimum norm method [3] and low resolution electromagnetic tomography (LO-
RETA) [4], assume sources to be diffuse and highly distributed. On the other
hand models based on the [1-norm [5], [,-norms [6], minimum variance beam-
former [7], Bayesian model averaging [8], multiple priors models [9, 10], and
automatic relevance determination methods [11], implement more focal sources.
Most of these source localization methods employ spatial-temporal priors in
order to accommodate for the focal source distribution.

While the existing literature concerns inversion under the assumption that
the forward propagation model is known, we are interested in examining this as-
sumption in more detail. We give two quantitative contributions: We show that
uncertainty of the forward model affects source localization, both when it derives
from conductivity and geometrical uncertainty. Motivated by this observation we
then devise the first hierarchical Bayesian model for simultaneous estimation of
the current source density and the forward model. We show that the new model
leads to improved source estimates. Our Bayesian source localization approach
with uncertain forward model is described in more details in [12].

The issue of modeling the forward process was recently approached from a
different viewpoint in [13] where the basic structure of the forward model is
assumed to be known, except for the different brain component’s conductiv-
ity ratios. In the resulting parametric model two sources and the brain/skull
conductivity ratio were estimated simultaneously. Here we take a much more
uncommitted approach in which the whole forward process is considered un-
certain within a hierarchical Bayesian framework. This approach is motivated
by the many sources of uncertainty involved in formulating the forward model,
including the representation of the conductivity distribution, the cortical sur-
face, and the electrode locations. When medical imaging methods, e.g., tissue
segmentation based on structural MRI, are used to construct a so-called ‘real-
istic head model’, resolution and tissue flexibility uncertainties affect the head
geometry. These errors can be presented as small magnitude perturbations of
the head model shape [14]. Besides the geometry of the head model, tissue
conductivities also play a crucial role in determining the forward model. Due
to the severe ill-posed nature of the EEG source reconstruction problem small
perturbations in the head model, will affect the estimated sources.

This paper focuses on the role of the forward model, more specifically where
in the brain can the current density be expected to be reliably reconstructed in
the face of a given noise level? And how is this affected by an uncertain for-
ward model? In a broader perspective this analysis may be used as guidance for
which paradigms EEG can be used as a reliable functional imaging tool. Fur-
thermore, the analysis motivates us to include the uncertainty of the head model
into source reconstruction methods. We briefly present results of a hierarchical
Bayesian model that integrates the uncertainty of the forward model.

Stahlhut et al. 2
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2 Analysis of Forward Model Uncertainty
2.1 Forward Model

The first step in EEG source location is to formulate the forward model that
determines the electromagnetic field from a specific set of sources, here assumed
perpendicular to the cortex. This leads to a linear model of the form

M = AS +E, (1)

where M (N, x N;) represents the electric potentials at the scalp, S (Ng x Ny)
the current sources over a time interval (1 : N), and E is an additive noise
term. A (N, x Ny) is the forward model with columns (ay,...,ay,). The i*}
column is the relationship between the i*" dipole and all the sensors. N, N,
and N; are the number of channels, sources (dipoles), and number of time
samples, respectively. The so-called head model describes the geometry of the
different conductivity components in the head. Different levels of complexity of
the head model are described elsewhere, e.g. [15, 16]. The spherical head model,
the boundary element method (BEM), and finite element methods (FEM) are
examples of increasing complexity of the forward models. We use here a simple
spherical head model consisting of 3-spheres (cortex, skull, and scalp). Several
studies of the influence of the tissue conductivity have already been performed
[17, 18, 19], with conductivity ratios between brain and skull in the range from
15 [20] to 80 [21].

2.2 Qualitative Analysis of the Role of Forward Model
Uncertainty

In order to reveal the influence of the forward model on the reconstruction of
the sources, we will evaluate how sources located in different regions of the brain
are confused. We analyze a single time point, thus the linear model reads m =
A*s* + e, where %’ indicates the ‘true’ forward model and source distribution,
respectively. We will assume that the true solution is sparse, i.e. only one source,
say the '8 is active with a strength s¥. When we infer the source signals we
consider the quadratic cost function with a potentially incorrect forward model
A #£ A*,

E(s) = [m — As|f; . (2)

The sparse least squares (sls) estimate of a single dipole solution located at the
site j is s?ls = afm/ |a;|? and zero for all other components. Inserting this into
the cost function and averaging over the noise distribution o2 = (e’e) /N, we
get the expected cost:

SN
(3)
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with
afa;‘
COSV; 4 = W
J i

and the signal-to-noise ratio (or inverse effective noise level) is defined as SNR =
* |2

% Thus even if we use the correct forward model A = A*, hence sinwv; ; =
0, the small signals from sulci and from cortical regions at larger distance from
the sensors are more likely to be confused because the differences in angular
factors (sinwv;;)? can be small compared to the effective noise level. The geo-
metrical nature of the confusion depends on the distribution of sin®wv;; across
the cortical surface. In the following we will inspect this distribution and the
patterns of confusion it induces with and without uncertainty in the forward
model. A more elaborate analysis based upon covariance of cost function dif-
ferences will be pursued elsewhere.

The results in the analysis depend on both the cortical resolution and the
electrode configuration. The dimension of A was set to (128 x 4004) and A*
to (128 x 7204), such that the true forward model has a higher cortical resolu-
tion. The forward fields were generated by the SPM5 academic software, which
is freely available from http://www.fil.ion.ucl.ac.uk/spm/. The forward
propagation is based on a 3-spheres model with conductivities pprain = 0.33S/m,
Pskul = 0.0041S/m, and pscalp = 0.33S/m corresponding to the ratios 1:1/80:1
as in [21].

In Fig.1 we first analyze the confusion in case of a correct forward model.
Figure 1(b) illustrates the confusion of the different dipoles given the sources
located in Fig.1(a). For the true dipole located in the left frontal lobe (Source 1)
it is seen that dipoles close to the true dipole have low costs, hence, are likely to
be selected in face of noise. This is a favorable situation in which a true source in
this location will be confused mainly with nearby locations. However, if the true
source is located in the temporal lope (Source 2), the confusion is amplified and
distributed across large portions of cortex as seen in Fig.1(d). In the following
we inspect the influence of using the ratios 1:1/80:1 (the ‘correct’ ratios in the
simulations) with the ratios 1:1/15:1. There are many ways to summarize
the distribution of confusion. Here we consider a source properly located if the
identified source is within a certain range d of the true. We can quantify the
decision process using the positive predictive value (PPV) (or precision [22]):

TP

PPV = 551 7p

(4)
where we define the true positives (TP) as the locations where both (sin Uj7i)2 <
1/SNR and the distance to the true dipole d;; is smaller than threshold (d).
A false positive (FP) is declared if d;; > d. We map the distribution of PPV,
and we will indicate by a white color the special cases when no occurrence of
neither TP nor FP is found. In Fig.1(b) the noise variance is o2 = 220, which
corresponds to a signal-to-noise ratio SNR = 10 for a typical source (mean of all
la?|?). Note that depending on the location of the true source we will have dif-
ferent effective SNRs. It is seen that with the given noise level a source located
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Figure 1: Comparison of the amount of expected confusion for two sources
located in different cortical regions. (a) The positions of the two sources that
are compared. Source 1 (left frontal part) and Source 2 (left temporal lope).
(b) Scatter plots of the distance d;; between the true source and each of the
candidates (j* dipole) versus angular factors (sin vjyi)Q. The colors of the dots
corresponds to their true source Source 1 & 2 in the top left plot. On the left
side of Border 1 & 2 we have (sinv;;)* < 1/SNR, and (sinv;,;)* < 1/SNRy,
respectively, where SNR; denotes the SNR when Source 1 is the true source and
similar if we have Source 2. Likewise, subscript 1 and 2 for TP and FP are also
related to the true sources Source 1 and Source 2. The threshold that separates
TP and FP is d = 20mm. (c)+(d) The log error distribution illustrated on the
cortex with Source 1 and Source 2 as the true source, respectively.

in the temporal lope (Source 2) is highly confused. In Fig.2 the true conductiv-
ities have been used. Figures 2(a) and 2(b) show the PPV distributions, while
in Figs.2(c) and 2(d) we show worst case scenarios in two different views. In
conclusion, the confusion of the reconstruction is very dependent on the location
of the true source. It is well-known that sources located in sulci are generally
more difficult to reconstruct in EEG compared to sources at gyri, since the ori-
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entation of the sources from most of the sulcus areas is tangential, and we have
seen here that these problems are further amplified when an incorrect forward
models is applied.

[mm]

(c) Worst case loc. error, viewl (d) Worst case loc. error, view2

Figure 2: Confusion measured in terms of PPVs and localization errors for the
different parts of the cortex given the ‘correct’ conductivity ratios pprain : Pskull
Pscalp = 1 :1/80 : 1, d = 20mm, and o2 = 220. The occipital and the frontal
lope (region I) of the brain have quite high precision at the given noise level. In
contrast the lower parts of the brain, like the temporal lope (region III), have
much lower precision at the given noise level. Sources located in sulci are in
general more confused than gyral sources (e.g., see region II).

A set of brain images for the case with brain:skull conductivity ratio 1:1/15
can be found in Fig.3, providing some insight in the role of conductivity uncer-
tainty, c.f., Fig.2. Indeed a wrong conductivity ratio influences our ability to
reconstruct sources correctly. Note the increase in areas where neither TP nor
FP (region I4+IV) have been found, which indicates an increase in the angular
factors. In contrast to the case of reconstruction with a true brain:skull conduc-
tivity ratio (1:1/80) some areas like motor cortex, parietal region, and the lower
part of the brain actually seems to be less confused when using the erroneous
conductivity ratio 1:1/15! However, the angular factors also increase indicating
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a poorer representation of the signal.
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(c) Worst case loc. error, viewl (d) Worst case loc. error, view2

Figure 3: PPVs and localization errors for the different parts of the cortex
given the conductivity ratios purain : Pskull © Pscalp = 1 : 1/15: 1, d = 20mm, and
02 = 220. Increase in white areas where no TP or FP have been found (region
T+IV) indicating increase in angular factors.

In Fig.4 a forward model with simple ‘errors in the geometry’ is analyzed.
The errors are induced by scaling, rotating and translation of the cortex of the
true model. Cortex has been scaled in the x, y, and z directions (see Fig.1(a))
with the factors 0.98, 0.95, and 0.92, respectively, and rotated around the x,
y, and z-axis by -5, 5, and -5 degrees, respectively. Finally, a translation of
3mm, 3mm, and -2mm along the three coordinate directions was applied. The
consequence of these errors in A is a general decrease in the PPV’s and an
increase in localization error especially for the upper part of the brain, e.g., the
parietal lope, thus there are good reasons to attempt to heal such errors in the
forward model.

Stahlhut et al. 7
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Figure 4: PPVs and localization errors for the different parts of the cortex given
the conductivity ratios pprain : Pskull : Pscalp = 1 : 1/80: 1, d = 20mm, o2 =220
and geometric errors.

3 Hierarchical Bayesian Approach to Joint Esti-
mation of Source Density and Forward Model

In order to account for the uncertainty of the forward fields we use a hierarchi-
cal Bayesian model. A graphical representation of the model is given in Fig.5,
where the noise is assumed zero-mean Gaussian distributed with precision /3,
ie. my ~ N (Ast, 6*11). Similarly, the sources s; are modeled as a zero-mean
multivariate Gaussian distribution with precision matrix D, s; ~ N (O7D*1),
where D is a diagonal matrix with the precision parameters ¢ in the diagonal.
The uncertainty of A is modeled with each of the forward fields a; as indepen-
dent multivariate Gaussian, a; ~ N (ago),’yi_ 1I), where az(-o) is the prior mean
for the i*" forward field. The assignment of a precision parameter to each of
the columns in A allows us to reconstruct the forward fields for the most active
sources, while the remaining forward fields will be forced to their prior means.
All precision parameters are modeled with Gamma distributions with skewness
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parameter v* and inverse scale parameter ¢* as indicated in Fig.5. The model
and its inference is described in more detail in [12].

C{i

Figure 5: Graphical representation of hierarchical model that accounts for an
uncertain forward model.

3.1 Simulation Experiment

We present the recovered source density estimates both with and without esti-
mated forward fields. In the simulation a small area on the cortex in the left
frontal hemisphere is simulated as active. The source signal consist of a half sine
of duration 30ms starting at ¢ = 25ms. The simulated sources at ¢ = 50ms are
shown in the SPM glass-brain representation in Fig.6(a). Due to the mapping
from cortex to the glass-brain representation minor activity seems to appear at
the inner part of left hemisphere. The corresponding simulated clean EEG is
shown in Fig.6(b), while in Fig.6(c) we have corrupted the signal with ‘realistic
EEG noise’ such that a SNR = 30 is obtained. The noise is adopted from an
evoked EEG study [23], where we have used the pre-stimulus period as noise.
In order to generate the noiseless EEG a 3-spheres head model with tissue con-
ductivities brain:skull:scalp = 0.48:0.0019:0.48 %, corresponding to a ratio of
1:1/250:1, were used, and with a resolution of 7204 vertices.

In the source localization 3-spheres head models with dimensions of 4004
vertices are used. In the simulations we have only added conductivity errors.
Figures 7(a)-(c) show the reconstructed sources at t = 50ms when no corrections
of the forward fields are performed. The sources have been reconstructed with
three different conductivity ratios. The true sources are generally quite good
localized, however, a too small conductivity ratio as in Fig.7(a) compared to
true ratio at 1:1/250:1 also causes detection of misleading activity in the right
temporal lope. As the conductivity ratio approaches the true ratio the erroneous
activity in the right temporal lope is reduced a bit. Note that the explained
variance of the signal is 99.93 percent for the model with ratios 1:1/15:1 and
99.85 percent for the model with the true ratios 1:1/250:1, which indicate that
noise is also fitted. From Fig.6(a) it is seen that the explained variance of the
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Figure 6: (a) Simulated sources, VE: Variance explained. (b) EEG recordings
without noise and based on a 3-spheres head model with tissue conductivities
Pbrain = 0.48%, Pskull = 0.0019%, and pecalp = 0.48%. (c) EEG recordings with
noise included.

signal should only be 95.91 percent. Furthermore, it is noted that the model with
the true conductivity ratios in Fig.7(c) has the largest log-evidence indicating
that this model is the most likely of the three in Figs.7(a)-(c). In Figs.7(d)-
(f) the same forward models as in Figs.7(a)-(c) have been used as prior mean.
We now apply the hierarchical model with the correction part for the erroneous
forward fields. Indeed, all three cases lead to a minimization of the misleading
activity in the right temporal lope that appeared for the results in Figs.7(a)-(c).
The models with the three different starting conductivity ratios seem to lead to
the same localization of the sources. The model with the true ratios 1:1/250:1 as
prior mean seems to be more likely due to its large log-evidence. However, the
explained variance for the model in Fig.7(f) is only 91.67 percent, which is a bit
smaller than the expected at 95.91 percent. In contrast the model with a prior
mean with ratios 1:1/15:1 obtains 95.48 percent explained variance, which is
closer to the expected one. Since the explained variance for the model with the
correcting part of the forward model all have explained variance values smaller
than the expected this indicates that overfitting has been avoided.

4 Conclusion

We have given a qualitative analysis of the role of uncertainty in the forward
model for the severe ill-posed EEG source reconstruction problem. Empirically,
we have demonstrated how reconstructed sources may be expected to be con-
fused with other sources in the brain, and how this effect is amplified by an
erroneous forward model. Motivated by these unwanted effects of uncertain for-
ward model, we presented the first results for a hierarchical Bayesian framework
for simultaneous source localization and forward model estimation. Clearly, si-
multaneous source localization and forward model reconstruction makes the
EEG source reconstruction even more ill-posed. However, the use of precision
parameters on each of the forward field ensures that the forward model cor-
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Figure 7: Reconstructed activity at ¢ = 50ms and weighted by the inverse
variance a when no corrections of forward fields are performed (first row) and
when corrections is integrated into the source localization method (second row).
Different conductivity ratios purain @ Pskull : Pscalp have been used as indicated
in the images. VE: Variance explained.

rections mainly take place for the active dipoles. Simulations showed that the
hierarchical Bayesian model accounting for forward model uncertainty was able
to remove mis-located sources that we had found when no corrections of the
forward fields were performed. In the present analysis we have used a 3-spheres
head model, important future work will concern similar analyses with more
realistic head models based on BEM and FEM.
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