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Summary

Broadcast systems based on IP technology is becoming a reality. At this very
moment, there are already specific projects on the market, where the local
infrastructure for a service provider is build around an IP network. Furthermore
many projects are in the making, based on the use of IP networks for end
delivery, focusing on the consumer.

It is expected that the market will demand Forward Error Correction on the
output of a video encoder. Today error correction is not supported on Scientific
Atlanta encoders, and while the current hardware in the SD encoders
manufactured by Scientific Atlanta can not be extended with a Forward Error
Correction solution, the HD encoders are presumed to be sufficient for
experimental implementation.

The project was initiated by an analysis in which different types of applications
and technical solutions including Forward Error Correction (FEC) on the IP
output of an encoder. The result of the analysis is a suggestion to a FEC to be
implemented in future encoders.

The questions answered in the analysis include the customers' needs and briefly
touches the subject of other manufactures of encoders, and which FEC
solutions they have implemented. Because of the many different types of FEC
solutions, the decision of which algorithm to implement is taken after the
analysis.

In the analysis, the transmission layers are analyzed with focus on the encoder
side. This identifies the layer in which the FEC scheme is to be implemented or
when in the encoding process the FEC is appended to the program stream that
is. A program stream is a series of transport stream packets (TS packets) to
which the appropriate headers are appended to form an IP packet. More
specifically, the analysis shows if the FEC should be appended to the transport
stream packets or to the IP packets.

The chosen FEC algorithm is implemented in hardware, and some simulations
have been performed, but these are not included in the report.
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Resumeé

Broadcastsystemer, der baserer sig pa IP-teknologi, er ved at blive en realitet.
Allerede nu er der konkrete projekter fremme, hvor infrastrukturen for en
“service provider” lokalt er bygget op omkring IP. Tilsvarende er flere
projekter 1 stgbeskeen hvor IP tages i anvendelse til slutleverance rettet mod
seerne.

Det forventes, at markedet vil kreeve Forward Error Correction (FEC) for IP
outputtet fra en videoenkoder. I dag understgttes ikke fejlkorrigering for IP 1
enkodere fra Scientific-Atlanta. Den nuvarende hardware for firmaets SD
enkodere kan ikke udbygges med FEC, mens HD enkoderne antages at kunne
tages i1 brug til en eksperimentel implementering.

Projektet blev indledt med en afdekning af applikationer og foreslaede
tekniske Igsninger for FEC til brug for et IP output pa en encoder.
Undersggelsen mundede ud i et forslag til FEC i nye enkodere.

Spgrgsmalene der besvares i undersggelsen omfatter hvad kunderne vil have,
hvad behovene er og hvilke lgsninger andre producenter har implementeret 1
deres enkodere. Der er flere forskellige muligheder for FEC-algoritmer der kan
valges, baseret bade pa behov, efterspgrgsel og anbefalinger, hvorfor det fgrst
er besluttet efter de indledende undersggelser hvilken type FEC der skulle
implementeres.

I projektet analyseres transmissionslagene, med fokus pa enkodersiden.Det
undersgges hvilket lag FEC’en skal implementeres i, det vil sige hvor i
enkodningsprocessen FEC’en skal tilfgjes til programstrgmmen. En
programstrgm til IP-output er en reekke transportstrgmspakker der bliver samlet
og tilfgjet nogle headers, sa det resulterer i en IP-pakke. Konkret viser
undersggelsen derfor, om FEC skal tilfgjes pa transportstrgmspakke-niveau
eller pa IP-pakke niveau.

Den valgte metode og den fejlkorrigerende hardware er implementeret ved
hjelp af VHDL, og der er foretaget nogen simulering, men resultaterne af
denne simulering er ikke medtaget i rapporten.
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CHAPTER 1

Analysis

1.1 Video streaming

Video signals are based on analogue technology. They are carried via
expensive transmission circuits. We now, however, live in a digital world, and
through advancements in digital video compression composite audio and video
signals can now be carried over typical network circuits both on the LAN and
across the WAN, and even over the Internet. Video over IP or IP Streaming
Video are newer technologies that allow video signals to be captured, digitized,
streamed and managed over IP networks, networks that already exist and
hereby enabling almost everyone to receive digital television. That means easy
distribution of the video and audio since the network to distribute it on is often
already present.

Video contribution and distribution over IP is a network-based one-way or
two-way transmission of audio visual file content. Usually the endpoint is
merely a passive viewer with no control over the session, but other applications
do exist where content is returned.

1.1.1 MPEG-4 over IP

The MPEG-4 standard is very extensive and the details of the encoding and
decoding are of little importance to the project, since the level of abstraction is
high compared to the technical details of the standard. A brief description of
the standard follows.
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The Moving Picture Experts Group (MPEG) a working group of ISO/IEC is in
charge of the development of standards for coded representation of digital
audio and video. The group was established in 1988, and has since then
produced MPEG-1, the standard on which such products as Video CD and
MP3 are based, MPEG-2, the standard on which such products as Digital
Television set top boxes and DVD's are based, MPEG-4, the standard for
multimedia for the fixed and mobile web, MPEG-7, the standard for
description and search of audio and visual content and MPEG-21, the
Multimedia Framework .

The MPEG-4 standard which is the basis for the content used in this project is
the first standard to actually provide guidelines for the transmission of encoded
multimedia over some sort of network. The standard mostly follow the MPEG-
2 standard but with some improvements on the image processing side.

The actual compressing of the media is not at all relevant for this project and
will not be described, whereas the outline of the compression procedure is
given.

The standard gives a way to represent multiple audiovisual elements, such as
natural and artificial content, in one final scene, presented to the user. The
different elements of the stream are encoded separately in their own elementary
stream (ES) and the spatial and temporal locations of the elements are encoded
in a scene description (BIFS — Binary Format for Scenes).

The result of the encoding is a transport stream (TS) consisting of TS packets
with a size of either 188 or 204 bytes and it is at this point in the encoding the
Forward Error Correction is interesting. This is the point where the IP packets
for transmission over an IP network is constructed, and this level of the
encoding is the lowest level of abstraction in the following chapters [1][2].

" http://www.chiariglione.org/mpeg/
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1.2 Scope

The analysis and development of this application are limited to applications
handling contribution, the transmission of audio visual content between for
example studios and TV network stations, and primary distribution, which is
the transmission of content between for example the television network stations
and the actual service providers or satellite transmitters (head ends). This
means that the network in which the data is transmitted is of a certain quality
and can be measured as to examine the error rate and bandwidth to ensure
some minimum in the quality of the transmission.

The terms are related to their surroundings in the figure below:

Studio Satellit —ﬁ

TV network
station

Studio Ground cable —ﬁ

-4——Contribution ——m-¢———Primary distribution ———w+4————Secondary distribution ——

Service provider

Figure 1.1 - Scope

As the figure shows, the networks on which this analysis is based, is only
between the studios and the television network stations, contribution, and
between the television network stations and the actual service provider,
primary contribution. Some parts of the secondary distribution can be covered
by this analysis, but only if the network is secure and dedicated to the purpose.
This could for example be the network connection from the service provider to
the actual antenna tower transmitting the signal for satellite distribution (head
end).
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1.3 Forward Error Correction

Whenever data is transmitted, via cable, radio, or satellite link, the transmitted
signal will be subjected to distortions and noise, and so the received signal will
differ from the transmitted signal, and transmission errors will have been
introduced.

These errors could come from:
e signal degradation over the network medium,
e noise on the transmission channel,
e oversaturated network links,
e corrupted packets rejected in-transit by intermediary nodes or the
destination node, or
e Faulty networking hardware.

Packet loss or bit errors are usually in the form of burst loss where a number of
consecutive packets or bits are lost or random loss where as the name indicates
only single random packets or bit in the stream are lost.

With uncompressed video, a single bit error would result in the loss of a single
pixel - a small element which is barely noticeable. Compressed pictures are
described using fewer bits of information, and consequently, each bit takes on a
much greater meaning. Thus a bit error in a compressed picture can result in
large areas of the picture being corruptedz. The effect is also very noticeable
when dealing with audio, where a small error can have a great effect on the
output. This is not acceptable by the end users who will experience pronounced
irregularities in the signal received [3].

Forward Error Correction (FEC) is a method for minimizing these irregularities
by allowing the receiver to reconstruct a number of lost packets in the stream,
without a retransmission of data. The reconstruction is done by applying some
FEC algorithm to a set of packets, at the sender, which results in additional IP
packets. These packets are transmitted over the IP network as well as the
stream but for another destination port so that it does not interfere with the
original stream. These FEC packets can now be used by the receiver to
reconstruct lost packets or can be discarded if there has been no packet loss in
the transmission.

2 ..
Block errors, striping errors etc.
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The general idea is to enforce the use of averaging noise which works by the
principle that every bit or packet in the original stream affects one or more
other bits or packets. This makes it possible to extract the original data from
the other data which also depends on the lost data. A simple example of this is
the XOR-code which is described in section 1.4.3 where one lost packet can be
reconstructed by using the other data packets and the added FEC packet.

1.4 FEC algorithms

It is difficult to choose one FEC algorithm rather than another because there
are so many to choose from, and they all perform differently and have different
characteristics. One algorithm can be very efficient in reconstructing bit errors
in a transmitted stream, another algorithm may have the ability to correct
packet loss in the stream and finally also the computing time for the algorithms
is of great importance. Therefore, the choice of algorithm has to take the type
of errors, the number of errors and the resulting delay caused by the encoding
and decoding of the content into consideration.

1.4.1 Types of algorithms

There are several types of FEC algorithms, each with different advantages and
disadvantages. Algorithms that include the original information in the encoded
output are classified as systematic whereas an algorithm that does not include
the original information is referred to as non-systematic. Each of the two types
of codes has different properties. The advantage of a systematic code is that the
original data can be used directly without any alterations or any computing if
no errors are present, whereas with the non-systematic codes, the receiver has
to decode the received packets before using them.

There are two major types of error correction algorithms; block codes and
convolutional codes. The difference between these two types of codes is that
that block-code applies to transmission of fixed size data for example IP
packets, and the convolutional codes apply to streams of arbitrary length. Since
the FEC is to work on packets of fixed length, the convolutional codes are not
considered for the project.

The block codes considered include the Reed-Solomon algorithm, and the
Golay and Hamming codes.
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A simple and typical overview of how the FEC is applied to the data is shown
below:

FEC FEC Decoded and
Original encoded encoded reconstructed

data data data data
FEC encoder FEC decoder

Figure 1.2 - FEC overview

The original data is fed into the encoder, which of course encodes the data and
then applies a FEC code. The FEC code can consist of extra packets sent, or
extra data in the packets and so on. Then the packets including the FEC is sent
over an IP network and received in a decoder at the other end. The decoder
makes sure that any lost packets or errors are corrected based on the FEC code
transmitted with the original data. Also the decoder transforms the received
data into an audio visual signal which can be shown on for example a
television.

The encoding of the original data and the encoding of the FEC can be separated
into two separate terms. The first is called source coding and at this stage the
original data is encoded and with this, as much redundant information is
removed from the signal as possible. The second stage is also called channel
encoding, and at this state a controlled amount of redundancy is added to the
compressed signal to allow for error correction at the receiving end. The
corresponding decoding stages are of course present at the decoding end [4].

1.4.2 Interleaving

Interleaving is a simple method for error protection which can effectively be
used with other FEC solutions. The use of interleaving enhances the ability to
correct especially burst errors. The principle in interleaving in the case where it
is used with FEC is to increase the chances of correcting the errors. There is
always a limit to how many consecutive errors an error correcting code can
correct. Of course there is also a limit to how many random errors the code can
correct, but it is difficult to work around this.

The interleaving is basically the idea of not sending all information in the order
it is to be used. You divide the data into blocks and interleave them with each
other. The principle is shown below.
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The original sequence to be transmitted:

A burst loss occurs in the transmission and three blocks are lost or damaged.
That is packets, bits, or bytes.

It is impossible for the receiver to know whether the lost or altered blocks
should be red or blue from the sequence since the receiver does not know how
many red and blue blocks there are supposed to be.

If the blocks were interleaved and sent one at the time in each colour, then the
pattern sent would look like this:

L 4

Based on the same burst loss on the transmission the receiver would see this:

L d | 4

After reordering them in the right order, the received pattern looks like this:

From this pattern it is easy to see the corrupted blocks and to colour them in the
right colour again.

For use with other error correcting solutions the example shown above would
mean that a burst error would suddenly look like random errors in the
transmitted signal, and would then in many cases be easier to correct.
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1.4.3 Exclusive or

This type of error correction is fairly simple, since it only consists of an
exclusive or (XOR) operation applied to a number of consecutive packets.
There is several ways to implement this solution both in terms of the number of
packets to include in each FEC-packet and the number of dimensions to apply
the operation to.

1.4.3.1 One dimension

When the operation is applied to a number of consecutive packets it can be
regarded as one dimensional.

Data Data Data Data
C pa(:ket o o . paCket ] D

Figure 1.3 - One-dimensional FEC

The XOR operation is a simple bitwise exclusive or, and the resulting packet is
the FEC packet which is sent along with the other packets. This means that
there will be some overhead on the transmission of the packets which has to be
taken into consideration when deciding on the design of the solution.

In the case shown above, four packets are sent with one FEC packet. This
produces 20 % overhead in the transmission, which of course can be lowered
by generating the FEC packet over a larger number of packets, but this also
produces a problem; the one dimensional XOR solution can only reconstruct
one lost packet per FEC packet. This means that if two packets belonging to
the same FEC packet are lost in the transmission, there is no way to reconstruct
them.

1.4.3.2 Two dimensions

Adding another dimension to the solution, and hereby making it two
dimensional, will increase the number of packets that can be reconstructed in
case of packet loss. The data packets are arranged in a matrix and each row and
column produces one FEC packet.
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<paCKet> - <paCKet> - - D @
XOR XOR XOR XOR
Data Data Data Data

<pa0ket> * <pa0ket> - - D @
XOR XOR XOR XOR
Data Data Data Data

<P30k9‘> - <P30k9‘> - - D @
XOR XOR XOR XOR
pat XOR XOR X

packet

Figure 1.4 - Two-dimensional FEC

With this arrangement there is still some overhead on the transmission but the
ability to reconstruct multiple lost packets has increased significantly. The
transmission overhead with this matrix is 33% but can again be lowered by
choosing another number of data packets in the rows and columns.

On the other hand, the number of packets that can be reconstructed has
increased from one packet in the one dimensional arrangement to a maximum
of seven packets by correcting the

Q @O packets in the right order. This means

that it is possible to correct a packet
@@@ loss of at most 43% of the original
data packets if the packets are lost
"correctly" in the matrix, and

-
=
% Q minimum four packets corresponding

to 25 %.

The row FEC enables the recovery of
non consecutive packet loss whereas the column FEC enables the recovery of
consecutive packet loss of at most the number of packets in a row.
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Research results [5] have shown that one-dimensional parity FEC offers good
error correction for MPEG-4 only when the loss rate is in the range of a few
percent. Otherwise a combination of FEC and other methods for minimizing
packet loss, for example interleaving, is necessary.

Loss rate 0.5% 1% 3% 10%

FEC | Overhead
3 33% 100% 100% 96% 86%
7 14% 100% 90% 85% 50%
15 7% 100% 89% 70% 21%

Figure 1.5 - Research results for the recovery rate, one-dimensional FEC

The results shows that only networks with very low error rates or little
requirements for the consistency of the received data should use a one
dimensional FEC, unless it is combined with for example interleaving.

1.4.4 Reed Solomon

The Reed-Solomon coder (RS) is defined as a systematic block code [6][7],
since it handles data in blocks of a fixed size and the original data is sent
untouched but with added data for the error correction. These blocks could be
IP packet payloads to be sent on an IP network. Like the XOR code, the RS
code adds some redundant data to the information to be sent. This redundant
data can help correct the errors that may occur in the course of the
transmission.

The algorithm is a subset of BCH codes and is defined as linear block codes.
The algorithm is specified as RS (n, k) with m bit symbols, where k is the
original message length in symbols of m bit. N is the code length in symbols
after the redundant data have been added which can have the size of up to 2™-1.
This means that for each coded block there is r = n-k check symbols of m bits.
The algorithm can effectively correct up to t symbols that are erroneous in the
transmitted data, where t is ¥2(n-k).

The value of n can vary, but can not be greater than 2™-1. If a smaller value is
chosen then both the encoder and decoder should append the number of zero’s
corresponding to (2"-1) — n.

SCIENTIFIC-ATLANTA
CONFIDENTIAL
-21 of 78 -



FEC on IP-output for video encoder SCientifiC
Maria Baltzer Pedersen Atlanta

A CISCO COMPANY

It should be noted that a large difference between n and k will result in
correction of a large number of errors, but also it requires a large amount of
computational power. These two things are mutually exclusive and one should
chose carefully which property should weigh more; little computational power
with little error recovery or the opposite.

The code is produced by constructing a polynomial from the bits in the data.
This polynomial is then sampled, and even over-sampled to produce sufficient
data to correct errors from the rest of the data. When the polynomial is over-
sampled you simply evaluate it at more points than actually necessary, and
from these extra points you can correct the data.

o T
_Z 4

| | L

Figure 1.6 - Over sampling

Here, the left hand side has just the right amounts of samples whereas the right
hand side polynomial is over-sampled and thus the loss of one value in the
right hand side signal would not result in the wrong polynomial.

This algorithm is most effective on burst loss but only if the bursts are less than
t consecutive bytes. Since bursts can vary a lot in length, the RS code could be
combined with interleaving which would increase the number of consecutive
errors that can be corrected. The principle is shown below:

\
AAAA4"

Figure 1.7 - Interleaving

RS
code

RS
code
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Here the individual blocks are interleaved, in the example above they only
interleave by a factor 1:2 but the interleaving could be larger. The bigger
interleaving the more robust the code is in case of burst errors. If you have a
code that can correct for example eight consecutive byte errors then an
interleaving of 1:2 as shown above would enable the correction of sixteen
consecutive errors.

1.4.5 Golay and Hamming code

These two error correcting codes both operate on bit level [6][7], which makes
them unsuitable for this project. All data is handled as packets, be it TS packets
or IP packets. The network which the analysis is based upon, described in
section 1.8.1 handles bit errors in the transmission by dropping the IP packet.
Therefore an error correcting code based on bit is not preferred.

1.5 RFC 2733

The RFC 2733 [3] (RFC) is a proposed standard released by the Internet
Engineering Task Force (IETF) developed by the Network Working Group, all
a part of The Internet Society’. The RFC's are notes with Requests for
Comments and play an important role in the process of defining internet
protocols and standards.

The RFC is designed as a generic error correction payload format which means
that the protocol satisfies the following properties:

1) Independent of the nature of the media being protected, be it audio,
video, or otherwise

2) Flexible enough to support a wide variety of FEC mechanisms

3) Designed for adaptivity so that the FEC technique can be modified
easily without of band signalling

4) Supportive of a number of different mechanisms for transporting the
FEC packets.

? http://www.isoc.org/
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For the generation of the FEC packets, the RFC proposes the use of the XOR
or parity FEC previously described, but marks that any FEC code could be
used. The RFC proposes several different schemes for the implementation of
the XOR FEC which are all described superficially. The general scheme shown
below is the one used through out the note:

@D @ @D
0 <— FEC stream

Figure 1.8 - Proposed FEC

This scheme is rather simple but efficient. It is a one dimensional FEC scheme
as previously described. The other schemes shown below are all a little bit
more complicated and will be slightly more difficult to implement.

@D D @ e
D -

Figure 1.9 - FEC scheme 1

The first scheme is very simple and introduces quite an amount of overhead.
The scheme allows for the recovery of up to two consecutive packets.

Figure 1.10 - FEC scheme 2

This specific scheme differs from the others by only transmitting FEC packets.
The scheme has less transmission overhead than the scheme above, but is able
to correct burst errors of up to three consecutive packets depending on the
timing.
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The recovery is quite time consuming since one packet affect four FEC
packets, and therefore many packets has to be received before decisions can be
made.

@@DD @ e

Figure 1.11 - FEC scheme 3

The last of the three schemes can recover from up to three consecutive packet
losses but in addition the receiver has to wait for four packets after the lost
packet.

The FEC packets of the RFC are constructed by forming a FEC header and a
payload for the packet. The details of the format are described in a later
section.

1.6 Pro-MPEG

The Pro-MPEG Forum, formed in 1998, is an association of broadcasters and
program makers, equipment manufacturers and component suppliers with
interests in realizing interoperability of professional television equipment,
according to the implementation requirements of broadcasters and other end-
users.

The Forum was formed to support open standards for emerging new
professional television applications and has over 130 members from all over
the world.*

The Pro-MPEG forum has amongst other things developed a recommendation
to the transmission of MPEG-2 streams over IP networks [8], also called Pro-
MPEG Code of Practice #3 release 2 (CoP). This includes some
recommendations as to the use of forward error correction when transmitting
media streams. The CoP is targeted towards MPEG-2 but there is no reason to
why it would be any different when handling MPEG-4.

* http://www.pro-mpeg.org/
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These recommendations are very important for the developers of both encoders
and decoders. This is because the manufacturers will want as many as possible
to be compatible with their product. The more manufacturers that follow some
code of practice, the more compatibility they have with other manufacturers.

The CoP is basically an extension to the RFC 2733 described in the previous
section, with some alterations to enhance the ability to correct errors. The FEC
scheme they propose is a two dimensional XOR algorithm with several
possibilities as to the size of the matrix. Their minimum implementation is a
one dimensional FEC, but done across columns instead of rows, as the RFC
2733 proposes. The constraint for the Pro-MPEG scheme is that there has to be
at least one column and at most 20 and there can be at least four rows and at
most 20. Also the total number of packets in one matrix can not exceed 100
packets.

The only thing not included in the CoP version of the FEC solution which is
found in the RFC is that the RFC FEC applies the FEC operation on some of
the RTP headers as well as the payload which the CoP does not.

The CoP notes that it is important that the packets are not fragmented during
transmission and therefore it is very important to pay close attention to the IP
headers. Furthermore the recommendations require the use of the RTP header
for the transmission, but this only makes sense for all FEC solutions.

The CoP recommends that equipment supports IP packets containing one, four,
and seven TS packets but can of course support other sizes, and the equipment
has to support 188 bytes in each TS packet, but it is optional to implement
compatibility with the 204 bytes format.

The RFC 2733 RTP header is suggested as the header format, which contains
the ordinary RTP header, a FEC header and then the payload, but since it only
supports 24 consecutive packets to each FEC packet, an extension is proposed.
The extension handles this problem by adding 32 additional bits to the FEC
header which makes up several fields where some are saved for further
extensions.
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In the building of the FEC packets there are some rules, which include several
concepts. The matrix is arranged with a width L and a depth D which
corresponds to the width and depth of the matrix in packets. The values of L
and D have the following constraints:

L-D <100
1<L<20
4<D<20

With these constraints it is optional weather to only calculate a column FEC or
both the column and the row FEC. If both column and row FEC are
constructed, then L must be equal to or larger than four, otherwise only column
FEC should be calculated.

In the description of the proposed solution, the interpretation can be discussed.
The CoP describes that when only sending the column FEC, then the FEC is
calculated based on D consecutive packets, and therefore only one packet loss
per FEC can be corrected. This can be interpreted in two ways, one that
suggests that when calculating only row FEC the matrix is also one
dimensional, and one that suggests that the matrix can also be two dimensional
and is therefore able to correct burst errors. This would mean that a packet loss
of up to L consecutive packets can be corrected.

—L=1— L=3

86666
86606
86606

$E00E

Figure 1.12 - Pro-MPEG matrix arrangement

With the matrix above with L = 3 and D = 4, three consecutive packets can be
corrected. This also questions the CoP in their claims that one dimensional
FEC is effective when you experience random errors but only the two
dimensional is effective in the case of burst loss. Actually the ability to correct
burst loss is determined only by the L variable.
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When transmitting the original packets and the FEC packets it is suggested that
three ports are used to receive the streams. Of course the original port to
receive the original packets and then two ports each to receive either the
column FEC or the row FEC. The reason for using two ports for the reception
of the FEC stream is to support implementations using only one dimensional
FEC.

The CoP includes a table showing the overhead, latency, recovery capacity,
and the required buffer size. See the CoP [8] for the table. The CoP has been
quite optimistic in their calculations and the following table shows some
further calculations. There is a requirement to the proposed standard which
states that the column FEC is sent no sooner than L packets after the last IP
packet used to form the FEC packet, and no later than L-D packets after. This
last criteria sets the size of the buffer in the decoder which has to be able to
receive L-D packets before the last FEC packet since it is determined by the
encoder, when the FEC packets are sent.

Also the last criteria determine the delay in the decoder when receiving the
packets. The maximum delay is compared to the size of the buffer in the
decoder and the transmission overhead caused by the FEC.

When looking at the receiving side, this requirement demands at least twice the
buffer size in the decoder and the overhead calculated in the table is the
overhead in the transmission; how many packets can be lost and still recovered
that is. If the overhead in the transmission, meaning the extra bandwidth used
by the FEC packets, is calculated, the picture is a bit different.

Table 1 - Transmission overhead and buffer size in the decoder with Pro-MPEG FEC

Recovery |Transmission |Buffer size, |Buffersizein |Delay in

(CoP) Overhead bytes. (CoP) |decoder, bytes. |decoder, ms.
XOR(5,10) 10 % 23 % 66400 195000 104
XOR(10,10) 10 % 16,7 % 132800 360000 192
XOR(20,5) 20 % 20 % 132800 375000 200
XOR(8,8) 12.5 % 20 % 84922 240000 128
XOR(10,5) 20 % 23 % 66400 195000 104
XOR(8,5) 20 % 24.5 % 53120 129000 68,8
XOR(5,5) 20 % 28.6 % 33200 120000 64
XOR(4,6) 16.5 % 29.4 % 31872 102000 54,4
XOR(6,4) 25 % 29.4 % 31872 102000 54,4

The delay is calculated by using a bandwidth of 15 Mbps which is a channel
width often used for this type of transmission. From the bandwidth the number
of packets received each second can be determined.
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15Mbit= 1,875Mbps
1L875Mbps __ 1250 packets/ s
1500 B/ packet

These calculations are very important since they describe how much memory is
needed in the decoder and what affect the FEC has on the bandwidth. The
buffer size in the decoder is calculated by the fact that the maximum number of
packets between the received matrix of original packets, and the last FEC
packet belonging to this matrix is L-D. This is actually a whole other matrix
and it means that the memory in the decoder has to be twice as big as the
matrix itself. For the sizes calculated a general packet size of 1500 bytes has
been used as it is just to prove a point.

All calculations above are worst case scenarios, since the decoder has to be
able to handle these situations. Of course there are cases where the delay is
smaller depending on the time of arrival of the FEC packets and of course the
number of lost packets.

The table shows that the memory use is not too big and that all the matrix sizes
proposed can be handled with only 512 kB RAM.

Compared to the 512 kB RAM which could handle all the matrices, even 256
kB RAM would be able to handle all but two of the matrix sizes, and with 128
kB three matrix sizes would still be covered.

This means that the memory size might not be the biggest problem, even for
consumer products. Instead the transmission overhead and the delay in the
decoder cause bigger problems.

Some of the matrix sizes are fairly decent with the transmission overhead
compared to the number of packets that can be recovered, but some of them are
not too optimal. For example in the first matrix proposed, the recovery rate is
10 % but the overhead in the transmission is 23 %. That is 13 % overhead
which has no direct effect. There are other matrix sizes which recover the same
percentage of packets as their transmission overhead represents. In this case it
would be easy to argue that the matrix is usable, but in the other cases it is
unacceptable.
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In the decoder there is a delay for collecting a whole frame of the audio visual
signal of approximately 40 ms without the FEC applied to the signal. The delay
depends on the frame rate, and the 40 ms is the standard for the PAL signal.
Besides this delay, there is also a delay in the encoding process, depending on
the encoding scheme. The total delay in the application is important especially
when dealing with contribution purposes because two-way traffic occurs when
for example returning the sound. For this a delay of the return sound of even
less than a second would be very distracting for a speaker or the like.

When looking at the delay caused by the FEC, only the smallest matrices have
acceptable delays compared to the delay already in the decoder. The large
matrices have delays which are up to five times bigger than the delay in the
decoder, and it would have a very noticeable effect on the signal passing
through the decoder.

These delays are of course calculated based on a bit rate of 15 Mbps. The delay
is directly dependent on the bit rate, with a low bit rate the delay increases.
With a signal of 7 Mbps, a bit rate also used quite often, the delay would be
~429 ms which mean that the total delay in the decoder would be almost 2 s.

1.7 What do others do?

1.7.1 Tandberg

Tandberg is one of Scientific Atlanta's biggest competitors in the encoding and
decoding industry. Scientific Atlanta has a few Tandberg encoders, and of
these encoders only one has a FEC option. The output of this encoder has been
examined to determine the type of FEC solution the encoder provides.

The encoder has several FEC setups and the IP output from these different
options has been analyzed to try and bring some light on the FEC solution they
have implemented.

The resulting IP packets from some of the settings in the encoder are included
in appendix 1. The output has been generated from a completely black picture
which is why all bytes have the value OxFF. To the output signal are appended
null-packets, which is a kind of filler.
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When comparing the output of the four different outputs, no pattern can be
detected, which is why the analysis of the Tandberg encoder was not of any use
to the project. But also, it would be hard to detect other than a simple
interleaving or the XOR solutions from the IP packets, and none of these seem
to have been used. It is only fair to assume that Tandberg has implemented a
proprietary solution.

1.7.2 TUT systems

TUT Systems claim on their internet site that they have implemented the CoP3
solution recommended by Pro-MPEG. The solution is superficially described
in a datasheet and impossible to get any usable information from.

Since Scientific Atlanta has no encoders from TUT Systems, no research has
been performed to find out which FEC solution is actually implemented in the
encoder and if it in fact does as it is supposed to do.

1.8 What is the need at Scientific Atlanta?

All of the codes raise some questions when used for FEC on IP packets. The
most obvious question is which code to implement, and the next question is: on
which level should the code be implemented; on the IP packet, the IP payload
or on the individual TS packets?

To start off by answering the second of the two questions, we can easily rule
out at least one option. It would be useless to apply a FEC code on the whole
IP packet since the IP headers are changed by routers in a network. This would
mean that as soon as the packets meet a router, the packets are changed and the
FEC codes can no longer be used to reconstruct lost or erroneous packets.

To rule out one of the two remaining options it is necessary to look at the
different types of errors in an IP network. In section 1.3 are listed some of the
most common errors that are likely to occur and the two major types are bit
errors and packet loss.

SCIENTIFIC-ATLANTA
CONFIDENTIAL
-310of 78 -



FEC on IP-output for video encoder SCientifiC
Maria Baltzer Pedersen Atlanta

A CISCO COMPANY

If the FEC code is applied on TS packets then bit errors would cause no
problems as long as it is within the limitations of the FEC code. This could be a
good solution but the problems arise when packet loss is taken into
consideration. If a whole packet is lost then there is no possibility of recovering
the lost TS packets.

This problem though, could be solved by interleaving the TS packets. If an IP
packet was lost then the other IP packets with TS packets belonging to the
same FEC code, could be used to reconstruct the lost TS packets. And the lost
TS packets would each belong to different FEC codes. It should be noted that
this solution depends on the FEC solution implemented.

To answer the first question it is necessary to construct a table showing the
characteristics of each FEC solution.

Table 2 - FEC codes

FEC code Errors Bit errors Packet loss
Reed-Solomon 4 4
XOR v v
BCH v x
Golay 4 x
Hamming v X

If the Reed Solomon algorithm was to be used, the block size would have to be
the size of a whole IP packet or the payload, which is the data part of an IP
packet. If less, then only errors within the packet could be corrected. This is not
enough in case of a packet loss.

If the block size corresponds to an IP payload, then the number of blocks in the
code should be reduced, to reduce the computation. The Reed Solomon code
requires quite some calculations which could be bought as a chip and
embedded in the encoder. This is pretty expensive, in both processing time and
money.

The XOR algorithm is far simpler and very fast. It is very easy to implement in
hardware and offers approximately the same error correction. Also it has to be
taken into account that there are both the RFC and the suggestion to a FEC
solution by Pro-MPEG. This has something to say since recommendations like
for example the Pro-MPEG is developed by manufacturers in the same
industry, and there is reason to believe that these FEC schemes will be more
popular than others.
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The choice, of which algorithm to implement, is therefore a one-dimensional
FEC solution, based on the RFC, but constructed so that it also is compatible
with the constraints listed by the CoP. This means that the FEC solution is
actually a CoP FEC scheme, but since it only has one dimension, it equals to
the FEC proposed by the RFC.

1.8.1 Applications

To determine the applications where a FEC solution would be needed, several
people were contacted within Scientific-Atlanta and Cisco’. In the search for an
application where error correcting was needed, it became clear that no one had
any suggestions for this. The problem with the applications are that the ones
presented all included either very little physical or very secure network
between the encoder in which the FEC is implemented and other nodes in the
application, all of which either stripped the IP header off the packets and
applied their own header, or included extensive FEC solutions for further
transmission. This would mean that the FEC code would be stripped off and
never used or just be overwritten by new FEC data and therefore never used.

Also as Rudi Van de Genachte, Application Engineering Manager, Hybrid
Fiber Coax Networks, from Scientific-Atlanta in Belgium, describes it:

"From my experience in IPTV, I have to admit that PRO-MPEG FEC
isn't much of demand. The reason for this is that IP networks can be
easily be scale to carry the traffic needed for the TV services. So, packet
drops and error packets can be avoid by engineering correctly these
networks."

The point of this is that there are ways of sending data in an erroneous network,
without losing too much data, by simply scaling down the transmitted data
according to the channel. The chance of an error in a signal of only 50 % or
less of the bandwidth of the actual network is small. Therefore many
companies only use 40-60 % of the actual bandwidth available to avoid data
loss in the transmission. This is of course not preferable since it does not utilize
the connection and the result of this is that money is lost on the unutilized part
of the connection.

> Correspondences in appendix 2

SCIENTIFIC-ATLANTA
CONFIDENTIAL
-330f 78 -



FEC on IP-output for video encoder SCientifiC
Maria Baltzer Pedersen Atlanta

A CISCO COMPANY

It was necessary to provide a hypothetic network which could be a part of a
plausible application with an erroneous network, and therefore would need the
FEC. This network was found as a business network solution provided by the
Danish telecommunication company, Tele-Denmark Communications A/S
(TDC), and will be used as worst case scenario in reference to the error rate of
the connection.

Ethamal snk,
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% %
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Figure 1.13 - EtherLink network

The network found is considered to be a fair representative since the scope
determines that the networks on which the FEC solution is based are dedicated
and of a certain quality. The TDC network is a point-to-point network with a
bandwidth of 40 Mbps, which is very plausible.

The network could be a part of an application from for example a studio, where
the signal is encoded and then transmitted to the TV network station, where the
signal is decoded and subtitles and or other artificial or real objects can be
added to the signal. The TDC network would then represent the network
connection between the studio and the network station.

In reality, it is more plausible with even more dedicated networks like fiber or
the like. These have even less errors than this hypothetical network.

To determine the appropriate size of the XOR algorithm; that is the number of
errors the code would have to be able to correct, TDC was contacted to try to
get some information on the error rate of some of their communication lines.

TDC claims to perform better than 107 on their SDH lines but has only
measured a performance better than 107 because of the duration of the test
period. The two error rates result in:
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1
40 Mb/s-10™" errors/bit

=25000s/error = 7 h/error

1
40 Mb/s-107"° errors/bit

=250s/error = 4m/error

The results mean that there is one error per seventh hour and 1 error per fourth
minute respectively. The test is based on ten errors to rate the network and ten
errors in a network with 10™'% errors results in a test period of more than 70
hours. The errors occurring in the network are random errors. The error rate is
based on the EtherLink point-to-point network provided by TDC® and this is
the network used as a hypothetical network for the FEC. This means that the
error rate of the EtherLink network is what the performance of the FEC is
compared to.

In the datasheet for the EtherLink network the error rate is not mentioned and
the consequences of an error is not mentioned either. TDC has therefore been
contacted and one of their technical consultants, Bjarke Skoldstrup, was able to
ensure the error rates. Also he explained what happens in case of a bit error in
the transmission in which case the error detection on the SDH network detects
the error in the packet by calculating a check sum an if there is an error then
the packet is dropped.

The fact that the packet is dropped by the Ethernet Bridge is of great
importance because it limits the choice of FEC algorithm to those which can
correct packet loss.

When trying to bring some light on the applications in which the implemented
FEC could be used, a measure came up, which is very important to the project.
It should though be noted that the measure was only mentioned by a product
manager as a rule of thumb, and is not official in Scientific Atlanta or Cisco.
The measure was that in broadcasting television, less than one "visible
artefact", some visual or audible disturbance in the received signal, per hour
would be acceptable in the signal.

To make sure that this measure is met by the FEC algorithm, every bit error
counts as a visual artefact and should therefore be corrected. This might not
always be true.

® http://download.tdc.dk/pub/tdc/erhverv/faktablade/faktablad0890.pdf
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This loose measure compared to the EtherLink network provided by TDC
means that if all the bandwidth is used for transmitting a signal then the FEC
would have to be able to correct:

0.004 errors/s - 3,600 = 14.4 errors/h

For at typical contribution transmission, the bandwidth needed is about 15
Mbps and this will be the basis of the calculation of the performance of the
FEC. Also the error rate will be set to 10™° for the network which is guaranteed
by TDC. With 15 Mbps signal and 10'° errors, there is an error rate of:

1
15Mb/s-107"° errors/bit

= 666.6 s/error = 11m/error

g
0.0015 errors/s -3,600=54 errors/h

So the FEC has to be able to correct at least 5.4 errors per hour.

1.8.2 Trade offs

The optimal solution is to only correct the 5.4 packets described in section
1.8.1 which would mean that six packets per hour should be corrected,
corresponding to six FEC packets sent per hour. When using this as a measure
then the calculation for a one-dimensional XOR would be:

15Mbite 1,875 MBY s

1,875 MB)/s

=1.250 ket
1,500 B/ packet packets|s

1,250 packets/ s - 3,600 = 4,500,000 packets/h

4,500,000 packets/h
6 FEC/h

= 750,000 packets/ FEC

This would correct the exact amount of lost packets in the stream in a perfect
system with perfectly distributed errors on the network. This however is not the
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case in most networks where errors might not be evenly distributed over time.
Another problem is the decoder, which would then have to buffer 750,000
packets before being able to correct a lost packet. This would bee too long
since it would introduce a huge delay while the decoder collects the packets.

The choice of the size of the FEC is therefore a trade off between the delay in
the decoder, the amount of memory needed in the decoder for buffering, the
number of packets to correct caused by errors in the network, and the
redundant FEC data, added to the signal to be transmitted.

Trade offs between memory,

bandwidth, and delay
90

80

70 e
60 /

50

40
30

1 3 5 7 9 1113 1517 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49
Packets

10

—— Memory in KB (a)
—=— Extra bandwidth in % (b)
Delay in ms (c)

Figure 1.14 - Trade offs

It is important to describe the series both as individuals but also take into
consideration, the influence they have on each other since this is what a
conclusion as to the width of the FEC should be is based upon.

The series (a) shows the memory usage in the decoder and this is a very
important property to take into consideration since memory is very expensive,
and the decoder should be held at an absolute minimum. The memory usage
shown in the graph though is not big, which is why this property does not set
the limit to the size of the FEC. The (b) series describe the amount of
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bandwidth used to transmit the FEC packets over the network. The bandwidth
should also be kept at a minimum, since the service provider or the contributor
pays for the network, and each FEC packet transmitted and never used is
redundant and costs money for the transmitting end. Finally the (c) series
describe the delay in the decoder caused because the received packets has to be
buffered until all packages belonging to a single FEC packet, and the FEC
packet itself has to be received and potentially used to correct a packet loss.
The reason for keeping the delay in the decoder low was described in section
1.6.

The table below shows the different properties at different delays and widths of
the FEC, only some of the FEC widths are shown since the properties are quite
close to each other by only adding one packet to the width. For further results
please see appendix 4 and the chart above, which shows the trade offs
compared to each other.

Table 3 - FEC distributions

EEC Dl Corrected Extrg Bandwidth Corrected Decoder
width packets bandwidth total packets/hour memory

1| 0,8 ms. 100,00% 50,00% | 22,50 Mbit 4500000 3KB

4 ms. 20,00% 16,67% | 17,50 Mbit 900000 9 KB

10 8 ms. 10,00% 9,09% | 16,36 Mbit 450000| 16,5 KB

15 12 ms. 6,67% 6,25% | 15,94 Mbit 300000 24 KB

20 16 ms. 5,00% 4,76% | 15,71 Mbit 225000| 31,5KB

25 20 ms. 4,00% 3,85% | 15,58 Mbit 180000 39 KB

30 24 ms. 3,33% 3,23% | 15,48 Mbit 150000 | 46,5 KB

35 28 ms. 2,86% 2,78% | 15,42 Mbit 128571 54 KB

40 32 ms. 2,50% 2,44% | 15,37 Mbit 112500 61,5KB

45 36 ms. 2,22% 2,17% | 15,33 Mbit 100000 69 KB

50 40 ms. 2,00% 1,96% | 15,29 Mbit 90000 | 76,5 KB

With ten packets to construct one FEC packet, 450000 lost packets can be
corrected per hour. This corresponds to an error rate of more than 10 errors/s.
This is a big improvement compared to the actual error rate of 10™'° which the
network from TDC could provide. This means that the actual network which
supports the FEC can have an error rate of 10°°.
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1.8.3 Transmission

The previously described IETF standard [3] the transmission of FEC packets
on an IP network using the RTP protocol is considered. The standard describes
the correct RTP payload format and should be used for the transmission of
FEC packets. The standard describes the use of the XOR FEC, but the header is
generic, the only limitation being that it allows for no more than 24 consecutive
packets to form one FEC packet.

The standard ensures that the receiver knows which packets have been used to
generate the FEC packet in the case where the FEC packet arrives out of order
by utilizing the RTP header.

The FEC packets are sent as a separate stream, and the original IP packets are
sent as if there were no FEC.

In the general format described by the RFC, a FEC header as well as the FEC
payload is placed inside the RTP payload:

RTP Header
FEC Header

FEC Payload

Figure 1.15 - RTP packet with FEC payload

The RTP header consists of the following fields:

Ver‘P‘X‘ CcC ‘M‘ PT

Sequence Number

Timestamp

SSRC

CSRC

Figure 1.16 - RTP header
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Most of the values in the RTP header are given by the RFC and the CoP and
are just listed. When the two papers disagree, the CoP has precedence, since
the chance of interoperability with other manufacturers is greater.

e The Version field is always set to 2.

¢ The Padding bit, the marker bit, and the Extension bit are computed via the
protection operation according to the RFC, but are set to zero in the CoP.

¢ In the RFC, the SSRC value will generally be the same as the SSRC value
of the media stream it protects, but according to the CoP, the field is not
used, and can therefore have any value.

e The CC value is also set to zero in the CoP, defining that there are no
contributing sources — which ultimately means that the CSRC field is not
included.

¢ The sequence number has the standard definition: it must be one higher
than the sequence number in the previously transmitted FEC packet.

e The timestamp is not used by the CoP and can be set to any desired value.

The FEC header described by the RFC has the following fields:

SN Base ‘ Length Recovery

E| PT Recovery Mask

TS Recovery

Figure 1.17 - RFC FEC header

The following fields are the same for both the RFC and the CoP FEC headers
[31(8]:

e SNBase low bits: minimum sequence number of the packets associated to
the FEC packet. For MPEG2 transport streams 16 bit sequence numbers are
sufficient, so this parameter shall contain the entire sequence number. For
protocols with longer sequence numbers this field will contain the least
significant 16 bits of the sequence number.

e Length Recovery: this field is used to determine the length of any media
packets associated with the FEC packet.

e PT recovery: this field is used to determine the Payload Type of any media
packets associated with the FEC packet.

e TS Recovery: this field is used to recover the timestamp of any media
packets associated with the FEC packet.
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The Mask field is the most important reason for creating an extension to the
RFC FEC header. The field is 24 bits and if bit 1 in the mask is set to 1, then the
media packet with sequence number N + i is associated with this FEC packet.
N is the sequence number of the first packet, and this limits the use of media
packets used in the FEC to 24 (0 to 23).

To enable the FEC to cover more than 24 consecutive packets, the CoP has
proposed the following extension to the RFC FEC header:

SN Base ‘ Length Recovery
E ‘ PT Recovery ‘ Mask
TS Recovery
X‘ D‘ Type ‘ Index ‘ Offset ‘ NA ‘ SNBase ext bits

Figure 1.18 - CoP extended FEC header

The following fields are defined by the CoP to have different values than the
RFC or have been added to the header — the definition of the fields is taken
directly from the CoP [8]:

e E: In RFC2733 this shall be set to ‘0’, in this code of practice this shall be
set to ‘1’ to indicate that the header is extended.

e Mask: In RFC2733 this is used to select which packets the FEC packet is
applied to. The definition of the mask allows for a complex relationship
between data packets and FEC packets, but this adds to implementation
complexity. For simplicity, the mask field will be set to zero for
implementations supporting this code of practice, and the NA field will be
used instead. Handling of Mask requires special care due to the change of
use from CoP #3 January 2003.

e X: This bit is reserved for future header extensions and must be set to zero
to conform to this version of the FEC header.

e D: This bit is provided as an additional means of determining which FEC
stream the packets belong. It must be set to 0 for FEC packets computed on
columns and set to 1 for FEC packets computed on rows.

e Type: This field indicates which error-correcting code is chosen. It can be
XOR (type=0), Hamming (type=1), Reed-Solomon (type=2). More
encoding techniques can be used. For this version of the Code of Practice
equipment shall only use the XOR type.

e Index: This field is used for more complex error protection codes. For the
XOR method, only one FEC packet protects each group of media packets
and hence the index field will always contain O.
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e Offset: This 1-byte field is the period chosen to select the media packets
associated with this FEC packet, and corresponds exactly to the L
parameter above for packets computed over columns (the first FEC
stream). For packets computed over rows (the second FEC stream) this
parameter shall always be one. This field should be kept constant during a
session for each FEC stream.

e NA: This 1-byte field indicates the number of media packets associated
with this FEC packet, and corresponds exactly to the D parameter above for
packets belonging to the first FEC stream, and should correspond to the L
parameter for packets belonging to the second FEC stream. This field
should be kept constant during a session for each FEC stream.

e SNBase ext bits: This field is reserved for use with protocols which require
extended sequence numbers longer than 16 bits. For MPEG2 transport
streams 16 bit sequence numbers are sufficient, so this parameter shall be
set to zero.

Furthermore the RTP packets should be encapsulated in both the UDP and the
IP header. The UDP header provides a checksum which makes it possible to
detect bit errors in the stream.

The header looks like this:

Source Port Destination Port

Length Checksum

Data [::]

Figure 1.19 - UDP header

Finally everything is encapsulated in the IP header, which will not be described
here. The header does not provide any special properties to the FEC, but
provides a transport protocol for the IP network on which the packets are to be
sent.

The resulting encapsulation of the FEC packets is shown below, where a FEC
packet corresponds to several TS packets XOR'd together to form the FEC
packet.

UDP RTP FEC FEC FEC FEC FEC FEC FEC FEC
Header Header Header eader packet packet packet packet packet packet packet

Figure 1.20 - FEC encapsulation
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1.9 Summary

From the analysis performed the conclusion is to implement the one
dimensional XOR solution using a distribution of 10 packets to form each FEC
packet. This means that there will be an overhead on the transmission of 9.09
% and one packets in ten packets sent can be reconstructed. The solution is
able to correct a sufficient amount of errors when basing the error rate on the
presented hypothetical network as described by TDC, which could be a part of
a plausible application.

The solution only discusses the memory use and the resulting delay in the
decoder, but is not based upon the actual values, although both properties are
very important. The delay is small but might be smaller at the cost of
bandwidth usage, and the memory depends on size of the FEC matrix.

Furthermore the solution is based on the RFC described, and actually satisfies
the Pro-MPEG CoP suggestion which means that any decoder supporting the
Pro-MPEG FEC will support this implementation of FEC. It also more than
covers the need for error correction in most types of networks with the ability
to correct errors of a rate of more than 10°. It will use the standard format
proposed by the RFC and extended by Pro-MPEG for the payload.

In the network described, packets are dropped if any errors are detected in the
headers; therefore there is no reason for applying the FEC to the headers as
well as the payloads.
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CHAPTER 2

Design

This section covers the design of the system for the D9054 HD h.264 Encoder,
which will be the basis for the implementation, including the interface with the
surrounding system, error signals, and interfaces with memory and queues and
so on and so forth.

The block diagrams of the individual entities are provided and described, as
well as the whole system.

2.1 Basic architecture

The solution to be implemented is of course only a small part of a huge design
forming D9054 Encoder. In theory the FEC code just receives the TS packets
and does the calculations and operations on these packets.

Ethernet
Controller

—07T

SD RAM
Controller Descriptor
Ring <
TS ﬂ
Y

FIFO BUF
Select !
SD RAM FIFO DSRC
data ready FIFO

Figure 2.1 - Surrounding system

SCIENTIFIC-ATLANTA
CONFIDENTIAL
-44 of 78 -



FEC on IP-output for video encoder SCientifiC
Maria Baltzer Pedersen Atlanta

Data to the FEC entity is received from a first in, first out queue (FIFO), TS
FIFO in the surrounding hardware and is put in an input FIFO inside the entity
upon arrival. The FEC system operates in one clock domain, which is
described further in the chapter concerning the implementation.

Data processed and generated in the FEC mechanism is fetched by an Ethernet
controller via the PCI bus when the data is needed and not necessarily when
data is ready. Therefore data has to be stored, since there is no guarantee that it
is fetched before the next packet needs to be built. The obvious choice would
be a FIFO queue since this eliminates the need for addressing; the first data
stored in it would be the first data to be fetched on the other side. The Ethernet
controller fetching the data would then keep tack of the number of words
fetched from the FIFO but this would also be the case with other memory
structures.

Despite the obvious and simplest choice of a FIFO queue, the memory storing
the data produced in the FEC entity is an addressable memory based only upon
the fact that it has to interface with the existing system, and this requires for
addressable memory, more specifically dual port ram. Of course the design has
to fit in with the existing system.

The FEC entity handles all calculations and operations concerning the
generation of FEC packets and delivers them to a bus to be transmitted. Since
the analysis resulted in the choice of a one dimensional XOR implementation,
there is a need for some storage of the partially generated FEC packets.

To form the FEC packets, only two registers are needed, one to hold the
payload which is used to calculate the FEC packet, and one for the actual FEC
packet.

2.2 Clock domains

The solution operates in only one clock domain which has a frequency of 74.25
MHz and 74.25 MHz/1.001 according to which clock is used. There are other
clock domains in the surrounding hardware but the FEC implementation does
not need any signals belonging to these other domains.

The encoder supports four frame rates, each with a corresponding line count
which dictates the clock domain for the processing in the encoder. These four
formats are:
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Table 4 - The relationship between the frame rate, frame format, and the clock frequency

Format’ E F M 3"

Lines per frame 1125 1125 750 750
Words per line 2200 2640 1650 | 1980
Frame rate (Hz) 30/1.001 25 60/1.001 50
Resulting clock (MHz) 74.25/1.001 | 74.25 74.25/1.001 | 74.25

The source data is presented at the given frame rate and since the encoder does
not change the frame rate, the resulting output must be presented at the same
rate.

When either of the four frame modes is chosen in the user interface, the
internal clock is set to 74.25 MHz or 74.25 MHz/1.001 accordingly.

Since the fastest clock is the 74.25 MHz clock, this will be used for
calculations throughout the implementation. If a slower clock is used, it should
have no effect on the design.

7" Formats are described in appendix 3
" Format is described in appendix 3
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2.3 Entities

The FEC solution consists of a number of entities which will be described in
the following sections.

2.3.1 IN-FIFO

This FIFO handles the reception of the TS packets from the surrounding
system. The entity will have the following characteristics:

data
—/ 1 ready rgggayi/ U g
—/ 32-pp{data datal—/32-p

sequencel
r?umber o
In_fifo
buffer select—/ 4 - sequence
/1 q
grant—/ 1 -9 P narmber
data valid—/ 19 empty—/1—p
data ready—/ 1P|

sequence number—/ 16 | ——/1-p» enable enable -/ 1—

Figure 2.2 - In FIFO

data

Since it is a FIFO, there is a data bus going through the entity or the equivalent.
Data is stored in the FIFO until the processing entity is ready at which point it
signals to the FIFO and data is transferred. This data bus is 32 bits wide which
is the same width as the surrounding system uses and is therefore the data
width used in the FEC mechanism too.

Data is received from the TS FIFO in the existing system. The first word of
data is ready for more than one clock cycle since the first byte of the word
contains the id of the buffer to which is should be added. The reason for using
the first byte is that the first byte of every TS packet is the same, 0x47. The
buffer id is overwritten by this value after it has been read. The reason the first
word of a TS packet is ready for more than one clock cycle is that when the
first word is initially ready, the buffer id has to be decoded and fed to the
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buffer select entity, which produces a little delay. This process takes more than
one cycle and the second word can not be transmitted before the buffer id has
been determined.

The delay is shown in the figure below:

data_ready
data %
buffer select
<—delay—>

Figure 2.3 - Buffer select delay

enable

Besides the data bus, there is an enable signal to signal to the FIFO when data
is ready on the bus. Data is fetched from the output of another FIFO, the TS
FIFO and there are some conditions when to fetch data since not all data is
intended for the FEC mechanism. Therefore the enable signal is a combination
of a number of other signals; data ready, buffer select, data valid and grant.
These signals together, result in a signal, which tells the in FIFO to fetch data
from the data bus.

The data ready signal tells when data is ready in the TS FIFO but is not enough
to act as an enable signal to the FIFO, since it is not all TS packets which are
intended for the FEC. The buffer select signal determines the channel for
which the data is intended. This is the signal that determines if the TS packet
should also be fetched for the input FIFO in the FEC. When data is ready for
the specific channel on which the FEC is applied, a copy of the data is fetched
by the FIFO.

The grant signal is set by the SDRAM which buffers the TS packets while the
IP packets are created. When grant is high, it tells the FIFO that the buffer
select is updated as well as all other management signals. Then the only signal
missing is the data valid. This signal is also set by the SDRAM and toggles
between high and low depending on the status of the SDRAM. If the memory
needs to change bank, the data valid is low, since the memory needs time for
pointer household.

The enable signal received from the right side of the system, within the FEC
mechanism, tells the FIFO when to deliver data to the outgoing data bus.
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empty

The empty signal is used for signalling to the rest of the system when the FIFO
is empty. The signal is active low which means that when the signal is 1, the
FIFO is not empty and vice versa. When the FIFO is empty no enable
signalling can be done since no packets can be transmitted.

The enable signalling is done based on this signal and the last word counter,
described later. The reason for not basing the enable only on the empty signal
is that there is a possibility that data arrives in bursts from the TS FIFO and
into the in FIFO. This happens if the surrounding system does not fetch data
from the TS FIFO at the exact time they are ready, then data stacks up in the
FIFO and when fetched, it comes in bursts. This also sets some demands for
the FIFO since it has to be able to handle the bursts without overflowing.

The size of the FIFO is what corresponds to one block ram in the FPGA, and
this is the same size as the TS FIFO which is why there should be no problems
with overflowing the FIFO in case of bursts. The FEC system should though
process the IP packets faster than they arrive. Only the TS packets arrive in
bursts, so the system has to be able to handle IP-"interpacket"-bursts.

data ready

There is one data ready signal going directly through the FIFO which is
intended for a counter entity. The signal is passed through the FIFO in a 33"
bit of the data bus, the most significant bit. The signal is used to synchronize
the last word counter, described in the section concerning the XOR entity.
When the signal changes from zero to one, it marks the beginning of a new
packet. The signal is held for some time, and only the low to high transition
will be monitored.

sequence number

The signal will be used according to RFC2733 and the standard proposed by
Pro-MPEG and indicates the first packet belonging to a FEC packet. The
sequence number is retrieved from the SD ram controller when a new FEC
packet is about to be build. Since the controller might not know the sequence
number at the exact time the first TS packet of a new FEC packet arrives at the
processing entity, and because the FIFO can hold several TS packets at a time,
the sequence number might not be the valid one.

To cope with this problem the sequence number is sampled when data is going
into the FIFO with the data ready signal as a reference to the beginning of each
packet. After the data ready signal has changed from zero to one, the sequence
number can be sampled after receiving a few words.
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The sequence number can have up to 24 bits according to Pro-MPEG, but
adding 24 bits to the data signal would mean that two block rams would be
needed instead of one, since the limit for the width of the FIFO is 36 bits. To
limit the use of block ram the sequence number is transmitted through the
FIFO one bit at the time, together with the original data and the data ready
signal. This would mean a 34" bit in the data bus. Also only 16 bit sequence
numbers will be used, since the implemented FEC is very limited. If larger
FEC solutions are implemented, the sequence number can easily be extended to
24 bit.

The first bit of the sequence number would be placed with the x-th word and
then one bit with the next 24 words.

2.3.2 Processing

This entity is the primary one, which handles the data processing. The entity
received the TS packets from the in FIFO and performs the XOR operation.
Since data arrives 32 bits at the time, this is also the amount of data handled at
the time.

Header
/132
1 d /1 /1 ppilast word*FEC P
S mode — ac-|__
147/51 counter ket ready 11
data ready —/ 1 reset  ram select| /1
JX/ 1 seq. XOR
— 32 data address |/ 32
—Tv1 empty data|—/ 32p>
< / 1-enable enable| /1
N S
@ 19 132 132
vV | ¥
RAM

Figure 2.4 - Processing entity

XOR

The XOR entity is the general processing unit of the FEC mechanism. The
entity receives data from the in FIFO when ready and builds a FEC packet
from these.
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When data is ready in the FIFO, empty is set to zero and data can be fetched.
This is done by signalling enable to the FIFO for one clock period and fetching
data from the bus. As described in the previous section, all data transmissions
have a width of 32 bits.

The state diagram for the fetching of data is as follows:

Not empty
or
empty not last word

Not empty

Last word
Write data
to DPRAM

Figure 2.5 - States for fetching data from the in-FIFO

The FEC packet is build in the memory module and also has a width of 32 bits
which means that addressing is done with nine bits. The way the packet is build
is by fetching 32 bits at a time and performing an XOR operation with these
bits and the received 32 bits. The result is stored at the same address in the
memory.

When the last 32 bits of the last TS packet is received (signalled by the counter
by raising the last word signal) and processed, the resulting FEC packet is
transmitted to a memory containing the finished FEC packet including the IP
header.

The memory select signal is used by the Ethernet controller in the surrounding
system to address the correct data in the memory containing the finished FEC
packet.

Header

This entity is a simple block that contains an IP header. The header is updated
by the PCI bus with the information set in the user interface. This is properties
such as: destination address and destination port, also the more indirect
parameters are set by the user, such as the FEC setting, resulting in a FEC
matrix, the individual parameters in the FEC matrix should not be available to
the user, but depend on the FEC setting chosen. When the header is needed for
a complete FEC packet, it is simply fetched and forwarded along with the FEC
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payload. The sequence number is received in the processing unit as a signal
and is inserted into the header when needed.

The header used for the FEC is the one specified by Pro-MPEG which is an
extension to the one, proposed by the RFC, both described in previous sections.

Ram

This module is a memory module which is 32 bits wide, since all data busses
are 32 bit, and can therefore be addressed by 9 bit addresses. The depth of the
module is minimum one IP payload consisting of 7 TS packets which can have
a size of either 51 or 47 32 bit words. To cover the largest payload of seven TS
packets of 51 32 bit words, the memory must be at least 51 x 7 = 357, 32 bit
words and is only limited by the hardware on which it is implemented. The
excess memory not used can not be used elsewhere which is why there is no
upper limit to the size.

Counter

The counter is a simple block which is used by the XOR entity to keep track of
when the last packet for the FEC is received. This packet marks the time for
finishing the FEC packet and transferring it to the memory containing the
finished FEC packets.

The TS mode signal determines the number of bytes in a TS packet, 188 or
204, and this is used for counting the number of 32 bit words fetched by the
XOR entity. Each FEC packet is the length of seven TS packets and is
generated over ten TS packets. When 70 TS packets have been received and
processed, one FEC packet is ready and the timeslot between the TS packets
can be used to forward the packet.

This timeslot is determined by the surrounding system where the TS FIFO
mentioned earlier gathers a complete TS packet before signalling that it is
ready. This timeslot, where the TS packet is gathered in the TS FIFO is the
timeslot available to the FEC entity.

The FIFO is limited to 10 TS packets determined by the size of the block ram
Since data arrives one byte at the time in the TS FIFO at a frequency of 15
MHz. it takes either 188 or 204 clock cycles, depending on the size of the TS
packets, at this frequency to collect one TS packet in the TS FIFO. The
minimum time is 188 clock cycles which corresponds to
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188-74.25/15=930.6 =~ 930 ® clock cycles when transforming it into the 74.25
MHz. clock domain; this again corresponds to 19 clock cycles to process each
word. Since this is the smallest amount of time, the design has to meet this
constraint.

If each word can be processed faster than the 19 clock cycles, no data overflow
will occur in the in FIFO.

delay

The constraints for the sending of the FEC packets according to Pro-MPEG are
that a FEC packets should be sent at a minimum of L packets after the last
media packet, and a maximum of L-D packets after the last media packet
protected. This means that there has to be introduces some delay mechanism in
the system to ensure that these constraints are maintained.

The processing of the FEC packets from the TS FIFO until they are ready is
presumably much faster than the processing of the TS packets in the rest of the
system, so the delay has to be adjusted to the system. If no delay was
introduced, the FEC packets would be sent much before the TS packets used to
generate them. This is not preferable in any decoder since it collides with the
proposed format for the FEC.

The delay is also managed by the processing entity by comparing sequence
numbers.

L. 188cc =12.53msec _ =13.47usec/ cc
. 15SMHz 74.25MHz
12.53msec =930.6cc cc = clock cycles

13.47 usec/ cc
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2.3.3 Transmitting

This entity is the last of the entities the FEC packet will pass through. It
consists of a dual port ram in which two packets can be stored.

DP
address —/ 10 RAM
data—/ 32
enable —/ 1 P ¢/ 10— address

C L /32 data

Figure 2.6 - Dual port RAM

The memory is divided into two parts, one to hold the packets which are
transferred to the memory and one to hold the previous packet. The reason for
the division of the memory is that the processing entity has no knowledge
about when the surrounding system will fetch the packet from the memory. If
the packet has not been fetched when the new packet is ready to be transferred
into the memory the packet will be overwritten and the data lost. This means
that the timing for the DP RAM is hard, data has to be fetched or they will be
overwritten.

The mechanism handling the extraction from the memory is an Ethernet
controller which receives a pointer to the right address space and the length of
the data from a descriptor ring controller. Then data is transmitted over the PCI
bus and forwarded in the system.

The reason for using a dual port ram instead of the more obvious choice of a
FIFO is that the interface to the PCI bus is given by the existing system and is
not optional. This means that the right side, the one facing the PCI bus, of any
entity is determined already, and only the left side, facing the FEC system, is
optional. The result of this is a dual port RAM which satisfies the needs from
the existing system.

When generating the memory it is important to pay close attention to the
interface to the PCI bus.
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The timing of the ram is as follows:

pipipipiniin
\ -

address

data

Figure 2.7 - Ram timing

In the timing diagram above, no considerations has been taken as to whether
the enable signals are active high or low. There are some constraints to the
timing of the memory which is that in order to make the timing shown above
work, the clock signal, shared by all the entities, must reach the memory and
the XOR entity at the same time. The XOR entity is the one setting the address
and if the address is changed before the memory reads it, data is written at the
wrong location. As the diagram shows, all signals for the write operation is set
simultaneously, and can be changed at each rising edge of the clock, only if the
timing constraint for the clock is maintained.
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2.3.4 Supervising

There is one last entity which is a small supervising entity between the
signalling from the FEC entity to the descriptor ring controller. The reason for
having this block is for signalling a buffer overflow in the dual port ram.

FECPacket
ready
! error
ram select /1

Lyl T
/1—9»{ Supervising /1

I

Figure 2.8 — Delay and supervising

When the FECPacket ready signal is high, it means that a FEC packet is ready
to be transmitted, and the signal is passed to the descriptor ring controller,
which then adds the appropriate pointer, depending on the memory select
signal, to the descriptor ring, which the Ethernet controller services.

The error signal can be used to keep management of the used memory. If there
is a situation where the packets are not fetched from the memory, the delay
block would know it and send an output memory overflow-signal. The two
unnamed signals are the signalling to and response from the descriptor ring
controller. The signals are used to tell the descriptor ring that a FEC packet is
ready in the memory and then the delay entity received some kind of
acknowledge from the controller when the data has been read and new data can
be written.

This means that the block acts as a supervisor of the dual port ram where the
finished packets are stored. In case of a buffer overflow, the block sends an
error signal.
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2.3.5 Complete system

The entities described in the previous sections are all combined and integrated
in the surrounding system. The signals used by the FEC system is the buffer
select signal, data ready signal, and of course a data bus. The FEC system
results in a data bus from the memory, containing the finished FEC packets,
and a DP RAM select signal. The pointers to the DP RAM are hard coded in
the descriptor ring controller and the DP RAM selector just defines which of
the two memory spaces holds the finished packet. The complete system in
which the FEC system is integrated:

t ts mode Header
data s "
ready ready

/1 1 132
4751
> ] acke DI
sequence I jord ready ] A
numberi Founter 0

0

D,
=

Yer ram select
In_fifo dataj /1 o XOR 132
grant—/1 /1—p{ seayonce empty— /32 data  address \f”% le—r10—|
data valid—/ 1 —/1—p|enable " empty. data
data ready—/ 1 nable ' enable  onaple
sequence number—/ 16 AT "
19 132 132
vl v error
‘ RAM <
8| | Eneat
I o
or
e [ Malloc | for
——> FIFo — 2
BUF
Select

A,

N
SD RAM FIFO DSRC
WW FIFO

Figure 2.9 - Complete block diagram of the FEC system

The surrounding system consists of a TS FIFO described in the previous
sections. The FIFO received data in blocks of eight bits at the time and these
are gathered in the FIFO to build up a whole TS packet. As soon as the packet
is in the FIFO, the data ready signal is set and data is collected from the FIFO
by means of a 32 bit bus. The buffer select determines which buffer in the SD
ram the current TS packet is destined for.
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When the buffer select points to the buffer on which the FEC should be
applied, the in FIFO of the FEC system collects the data while it is transferred
onwards in the system. The data of each TS packet is put in an appropriate
buffer in the SD ram module where IP packets are built. The SD ram controller
handles the header insertion and the destinations of the TS packets. Also in the
SD ram, other maintenance packets are build, for example responds to ARP
requests.

These data for these packets is received in the two FIFOs which acts as receive
and transmitting FIFOs respectively.

Furthermore there is a descriptor ring controller (DSRC) which keeps track of
the pointers to the memory using a ring buffer. These pointers are used by the
Ethernet controller for transmitting data over the PCI bus.

The malloc module in the middle is used to keep control of the memory used in
the SD ram. The malloc module signals to the memory controller where to
place the buffers for the IP packets.

Depending on the need, there is a control register placed outside the FPGA
connected to a port. This means that signals can be routed to a multiplexer
choosing between all debug signals from the other entities in the system. The
entities debug signals are chosen by specifying an entity to the multiplexer by
means of the PCI bus.
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CHAPTER 3

Implementation

This section describes the individual entities in the system. Also the test bench
used to verify the behaviour of the code. All source code is included in
appendix 5.

3.1  Xilinx Core Generator

Many entities in the existing design has been generated by use of the Xilinx
Core Generator, which is a tool for generating the most common VHDL
modules such as memory, adders, multipliers and multiplexers.

Some of the entities of this project are generated by use of this tool too, since it
would be a waste of time to implement it from scratch. Furthermore the Core
Generator can optimize the modules more than would be immediately possible.

The Core Generator provides datasheets for all modules, the relevant sheets is
included in appendix 6.
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3.2 The complete system

The FEC system is routed together in one entity, a top entity, which only
depicts the input and output pint to the complete system. The other signals are
internal to the system. The top entity has the following inputs and outputs,
where the pins in the top are the inputs and the ones in the bottom are the
outputs:

ANVEO ——
H1O——

N3 AWVSda 10d ——

¥3AV3H 10d ——

IV ¥3AV3H 1I0d ——

WYHda 10d ——

3JAONSL——
13838 ——

103135 WaW oNsa ——
anvAvLva ——

IXI MO

IV WVNdAT10d ——

AQv3¥VLVA ——

AN WYNdA 10d ——
Q30INY3S IWIW O¥Sa ——
HIGNNN"IONINOIS ——

IMHIAVEH 10d [——
N3 ¥3aV3H 10d ——
(0:LEINIVLYQOHIH ——

(0:€)L0313S¥344N8 ——

LENIQ
)¥aa
0:LENIa
(0:6)5aQ

A 3 @ L

(
(0

(og1.

¥3av3aH 10d

Wvy¥da 19d

1 MO14H¥3A0Y344N8

— LO313swan

—— AQvINWIW
—— 1ndo4i4

——(0:1e)1noa
—{(01e)1noa

Figure 3.1 — Complete system entity

There are two clocks as inputs to the system, which is because the timing of the
PCI bus is different from the timing of the FEC system and the surrounding
system.
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3.2.1 Input FIFO

This FIFO was generated by the Core Generator with the appropriate input and
output signals. The signals for the FIFO were defined in the design chapter and
the generation of the FIFO was straight forward. The figure below shows the
generated FIFO with the input signals, output signals and flags.

" Fifo Generator

logiC [ FE Fifo Generator

FIFi Generator Summary
Selected FIFD Type
Clacking Scheme

DIN =] (—s nouT

Cammon Clack

WIR_EN —] T Memory Type Block Ra

Wie Width £
\wike Depth 512

FRead W/idth 34
Read Depth A12

RO_EN —3

Additional Features

L —3f

> BuPTY

Almost Ful/Empty Flags -
Programmable Ful/Empty Flags -

Duata Count Outputs :

Mot Selected  / Not Selected

Mot Selected / Mot Selected

Mot Selected

Not Selected
1 Clock Cyoels)

Handshaking
Fiead Latency

Consult Data Sheet for Performance/Resource impact of each feature

View Data Sheet

Page B of B < Back [

Figure 3.2 — Core generated input FIFO

The complete description of the FIFO is included as an appendix.

What is not described in the appendix is the levels of the FIFO flags; full and
empty. The full flag is active high, which means that the flag signals '1' when
the FIFO is full. The empty flag is active low, which means that the FIFO is
empty when the signal is '1' and empty when it is '0". This means that data can
only be read from the FIFO when the empty flag is '1' but on the other hand,
data can only be written to the FIFO when the full flag is '0".

Also; after resetting the FIFO, it is important to wait for a few clock cycles
because the flags can not be trusted to reflect the status of the FIFO. This is not
described in the datasheet, but was experienced in simulations during the
implementation.
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3.2.1.1 FIFO enable

This entity has changed during the implementation since some signal behaved
differently from first anticipated. The correct behaviour was not known before
the implementation had commenced.

The inputs and outputs of the entity are shown below, where the signals on the
left side are input signals and signals on the right are output signals.

———| BufferSelect(3:0) FifolnputEnable |——
— SequenceNumber16bit(15:0)
—clk

——| DataReady

——{DataValid

—— Grant

—reset SequenceNumberOutbit ——

Figure 3.3 — FIFOEnable entity

The FIFO enable signal is generated from several other signals to ensure the
FIFO is enabled only when data is ready on the data bus, and is disabled when
data is no longer valid.

The entity is basically a small state machine which samples the input signals.
The state diagram is shown below, and describes how the state transitions
happens.

Not data

ready Data

ready

buffer select
=7

buffer select
Grant = 0 and =7

flag=1 /

Grant != 0 and
flag!=1

Figure 3.4 — FIFOEnable state diagram

When in state one, the state machine waits for the data ready signal to make a
transition from low to high. When this happens it means that data is ready in
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the TS FIFO, but the first word is held for more than one clock cycle to let the
surrounding system handle buffer allocation, channel decoding and other kinds
of housekeeping. When the surrounding system is ready, data ready is set, and
the state machine changes to state two. In this state, the buffer select is sampled
to make sure the data ready on the data bus is actually for the FEC system. This
is the case when the buffer select is "0111" corresponding to channel seven.

If the channel is the right one, the state machine changes to state three,
otherwise it returns to state one, where it waits for another transition in the data
ready signal. In state three the machine waits for the grant signal which is the
signal telling the rest of the system to start fetching data from the TS FIFO. If
grant is high, it stays in state three, and if is low when reaching state three it
also stays. When the signal has transitioned once, a flag is set to indicate this.
After this, if the signal is low, the flag is dropped, and the state machine returns
to state one.

Furthermore the entity adds the sequence number to the data bus. The signal is
received as a 16 bit signal and can only be passed through the FIFO as a one bit
signal. This is done by sampling the sequence number after a few words, to
make sure the sequence number belongs to the current TS packet. Then the bits
are added one by one to the data bus.
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3.3 Processing

This entity is implemented as a state machine, as described in the design
chapter. The state machine described there consisted of only four states, which
was in no way enough, since many write and read operations take more than
one clock cycle and therefore needs more than one state.

The resulting state diagram is shown below:

Figure 3.5 — FEC processing state diagram

All decisions as to which state or process should happen next are taken in the
idle state.

The state machine initiates with an init state in which some variables are reset.
From the init state the idle state is chosen. In this state it is decided in this state.
If the FIFO contains data, and a whole IP packet has not been constructed,
more TS packets should be fetched, and the state transitions to fetchl. Then a
whole series of events happen, which include the fetching of data from the
FIFO and from the storage memory, calculation of the FEC, and writing the
result into the memory again.

If the FIFO is empty and the FEC still needs more TS packets before it is
complete, the state machine stays in the idle state until the FIFO can deliver
data.
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When a FEC packet is complete, the headers are written into the dual port
memory from which the packet is fetched by the PCI bus. This is also initiated
from the idle state but runs until completion before continuing to the states
where the actual FEC packet is transferred from the storage memory to the dual
port memory.

The reason for having so many states for each part of the process is because
some functions take more than one clock cycle. For example the header
reading and writing consists of three states. The first state initiates the header
storage with the appropriate signals for reading an address. After this the
operation only transitions between two states where is alternates between
reading the header from the header memory and writing it to the dual port ram.

Also the bits in the sequence number received from the FIFO as an extra bit in
the data bus, has to be fetched and calculated to form the 16 bit sequence
number.

This is done by finding the right word in the TS packet, and then simply bit by
bit placing bit in the vector. The placement of the first bit in the sequence
number is determined by the entity transforming the 16 bit sequence number to
a stream of single bits, the entity enabling the input FIFO for reading data, and
of course the two entities has to be synchronized, or the sequence number will
be faulty.

if WordCount >= 5 and WordCount <= 20 then
SequenceNumber (WordCount-5) <= SequenceNumberlBit;
end if;

Figure 3.6 — Sequence number calculation

When a FEC packet is complete, the processing entity has to wait for some
time before sending the FEC packet. The delay is defined by the standard, and
has to be at least for the transmission of one ordinary IP packet. The way of
calculating the delay is by saving the sequence number of the first IP packet
used by the FEC. Then all following sequence numbers are compared to this,
and when the difference is 11, it means that the ten packets for the FEC has
been sent and then one more, and it is time to send the FEC packet.

The signalling is done by raising the FECPacketReady signal for one clock
period. Then the supervising entity handles the rest of the process.
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The entity has the following input and output pins, where input pins are on the
top of the entity, and the output pins are in the bottom of the entity:
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Figure 3.7 — FEC processing entity

3.3.1 Counter

This simple entity counts the number of TS packets fetched from the input
FIFO. The reason for counting them is to keep track of the number of packets
received in the processing entity. The entity is shown below, with the input
pins and output pins.

—clk CounterReset ——
—— DataReadyFromFifo
— FifoOutputEnable
— reset

—— TsMode LastWord ———

Figure 3.8 — Counter entity

The entity counts the packets triggered on the enable signal from the
processing entity. When it enables the input FIFO then another word has been
received for processing. Depending on the mode, 51 or 47 words in each TS
packet, the signal LastWord is raised, and the processing entity knows that
another TS packet has been received and processed.

If the counter encounters a DataReady signal which is one of the bits in the
data bus from the input FIFO, the CounterReset signal is raised, since it means
that the system is out of synchronization. If it happens, the processing entity
should reset itself and drop the current FEC packet since it may by erroneous.
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3.3.2 Header storage

This memory module was generated with the core generator, and looks very
similar to the memory containing the finished IP packets. The values for the
header are loaded via the PCI bus and therefore the memory module should
have an interface fitting the PCI interface. The entity is shown below.

5 ¢ ¢ 2 2 g & 8
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« G
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Figure 3.9 — Header storage entity

The entity is pretty simple, and can be written to and read from by use of the
PCI bus. The fields of the headers are written to the memory to reflect the FEC
solution chosen in the user interface of the encoder.

Dual Port Block Memory

“ Parameters 4] core overvew | 3 contact| \fieb Links

WCRI: Dual Port Block Memory
Al

Component Name  |fec_header

— Memaory Size

—AODRA

\E’\)g‘: widtha 32 validRange: 1.256  DepthA 512 valid Range: 2. 65636
—ENA width B[22 - DepthB 512

SINITA

MDA .
— LKA — Port A Options
= A0DRE
—DINE Configuration " Read And Write " Wirite Qnly * Read Only
—WEB Write Mode « - -
—ENBE

SINITE — Port B Options

MDB
—CLKE Configuration " Read And Write  Wirite Only " Read Only

Wirite Mode & Read After \nirite " Read Befare Wirite " Mo Read On Wirite
-m Page 1 of4
I Generate ] I Dismiss ] I Data Sheet ] l Varsion Info ]

Figure 3.10 — Core generated RAM for header storage with PCI interface

Data can of course also be read by the processing entity when a header is added
to a complete FEC packet. The B side of the memory is used by the PCI bus,
whereas the A side is used by the FEC system.
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3.3.3 FEC storage

As the FEC packet is created from the received TS packets, the results are
stored in a memory module, FEC storage. This memory module is only used by
the processing unit, and is of course used for both reading and writing.

The module is generated as a dual port memory, where writing is done on the
A side, and reading is done from the B side of the memory.

It is generated, like the other memory modules, by use of the core generator,
and the entity is shown below:
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Figure 3.11 — FEC storage entity

The module was created with the following settings:

Dual Port Block Memory
q Parameteral ] Core Overview | ] Contact| *J wen Links|
HpE Dual Port Block Memo
logiCLFE v
Component Name Irec,smrage
— MWemaory Size
-
= Width A |32 alid Range: 1..256 Depth A |512 alid Range: 2..65536
= Widthe |32 - DepthB 512
_ — PartaOptions
: Configuration " Read And Write 1 Yyrite Only " Read Only
— irite Mode @ ReadAfterWrite ¢ Read BeforeWrite:. € Mo Read On wite
= — PortB Options
- Configuration " Read And Write ™ tite Only " Read Only
\Wirite Mode  Read Aferiirite.  C ReadBeforelWrite. € Mo Read On Write
=Back Page 1 of 4
Generate I [ Dismiss I [ Data Sheet.. ] [ Version Info... ]

Figure 3.12 — Core generated RAM for FEC storage
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3.4 Transmitting

The transmitting entity is basically a dual port RAM as described in the design
chapter.

The interface to the entity on one side faces the PCI bus, and has to fit this
existing interface. This is done by generating the memory module based on
another module already existing in the design. Then there is no doubts about
the interface, and will fit right in with the existing system.

The figure below shows the settings for the PCI side of the memory, which
should not be changed. The other side could be fitted to the FEC system with
the signals needed.

Dual Port Block Memory

“{ Parameters 4] core overiew| 4 contact| 4 \nieb Links

CR‘: Dual Port Block Memory
‘m A
— Port B Design Options
Optional Ping I¥ Enable Pin I” Handshaking Ping
Register Options I” Register Inputs
==ADDRA DOUT:“ — Output Register Options
— 1 REDA)
—NEA ROYA) Additional Output Pipe Stages 0~ [ SINIT pin ¢syne. initialization of output registers)
ERiA
SINITA
MDA
— CLKA — Pin Polarity
= AODRE DoOUTE
LadliN=] RFDE| Active Clock Edge * Rising Edge Triggered " Falling Edge Triggered
—\WER RDYE|
— Enable Pin &« Active High " Active Low
SINITE ‘Wirite Enable & Active High ™ Active Low
MNDB o -
—CLKE
Primitive Selection
’Vf? Optirmize For Area " Select Primitive
[ Generate ] [ Dismiss ] [ Data Sheet... ] [ Version Info... ]

Figure 3.13 — Core generated RAM for FEC output with PCI interface

The memory block uses one block ram, which is more than needed, but it does
not make sense to generate a memory block which is smaller than one block
ram. Besides, there are more than enough block rams available on the FPGA as
the system is implemented now.
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The FEC system only needs to write to the memory, there will not be a
situation where the ability to read data from the memory is needed. If the
situation should occur, it is easy to reconfigure the dual port ram the reflect
this.
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Figure 3.14 — Output RAM entity

3.5 Supervising

This entity handles the supervising of the dual port memory used for
transmitting the finished FEC packets to the PCI bus.

The supervising is done by managing two signals representing the two buffers
or banks in the DPRAM. When the FECPacketReady signal transitions from
low to high, the DPRAMSelect signal is sampled, and the appropriate buffer is
updated. If the Select signal is O, bank one is updated, and if it is one, then
bank two is updated.

The update consists of a single bit which is set to one. If the bit is already one,
it means that the bank already contains a complete FEC packet, and has not
been serviced by the Ethernet Controller. In this case the BufferOverflow
signal is set to one, to signal to the rest of the system that an overflow has
occurred. As for the FEC system, it continues, even if it means that data is lost
in the memory.

The banks are cleared by the signals from the descriptor ring controller
DSRCMemServices and DSRCMemSelect in the same way the banks are set.

The signals for setting the banks are passed directly through the entity, to the
descriptor ring controller.
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The entity is shown below, with input and output signals.

—clk BufferOverflow ——
—— DPRAMSelect

——— DSRCMemSelect
MemReady ——
—— DSRCMemServiced

——— FECPacketReady

—— reset MemSelect ——

Figure 3.15 — Supervising entity

3.6 Testbench

A test bench was created to aid in the error correcting of the system. The test
bench is not very extensive and does not cover all the possible incidents the
FEC system can encounter, and can therefore not be used for testing the
system.

Time did not permit testing the system, and this will be done subsequent to
handing in the report.

3.7 Reset

When verifying the implemented entities with ModelSim, some peculiar
behaviour was noticed. One of these behaviours were the effect of the reset
signal which is a system reset, meaning that it is the same reset for all entities
in the system.

When the reset signal was toggled all signals is reset to some initial value, and
the system should be operable when the reset signal is zero again, but this is
not the case.
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The signals from the input FIFO, namely the full flag can not be trusted until
three clock cycles after the reset. It simply signals '1" for three cycles, which
means that the FIFO is full, but no data has been filled into it.

= O

Figure 3.16 — Wave form of input FIFO reset

The wave form above shows the behaviour of the full and empty flags of the
input FIFO. As described, the full flag, fifofull, is one for three clock cycles
after the reset reaches zero, which means that if data is written into the FIFO,
or attempted to be written will be lost.

The reason for the X'es on the fifodatain bus is because nothing is written on
the bus until the FIFO full flag is zero. A part of the code from the test bench is
shown below. The process waits for the reset to reach zero, then waits for three
clock cycles and then data is put on the busses and signals.

FifoSide : process
begin
wait until RESET = '0';

wait for 3*PERIOD;
for h in 34952 to 100000 loop
for i in 0 to 6 loop

end loop;
end loop;
end process FifoSide;

Figure 3.17 — Test bench with reference to the timing of the input FIFO

The reason for the late update of the flag is unknown, but very valuable to
know, to avoid lost data. Nothing is mentioned about this in the datasheet for
the FIFO, included in appendix 6.

It is therefore recommended that an idle state or initialization state is
implemented on the top level, to ensure the correct behaviour of all the entities
and their flags and signals. The state would have to run for at least 5-10 clock
cycles, before commencing the processing in the system.
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This recommendation for the system is actually only to ensure that the
surrounding system is functioning correct. The FEC system is not effected,
since there will always be a delay of at least 930 clock cycles from when the
reset is zero to the arrival of data to the input FIFO. This delay is introduced
because a whole TS packet has to be collected in the TS FIFO before it can be
transmitted to the FEC system. This takes at least 930 clock cycles, in which
time all the flags and signals of the entities should be stabile.

3.8 Detecting errors

As described in section 1.8.1, the network which the analysis is based upon,
drops a whole package if a bit error is discovered within it. Because of this
there is no need to have the ability to correct bit errors in packages since they
never occur. But in the case of a network which does not drop the erroneous
packages, it is crucial to know which package contains an error, since this is
the packet to be corrected.

If this should be made possible, it would be necessary to use the check sum
field in the UDP protocol with which the packages are sent. The check sum
field enables the receiver to calculate the checksum of the received package
and compare it to the checksum received. If there is inconsistency between the
two, then the package is erroneous.

As the encoder is programmed today, the field is simply set to zero which
indicates that the field is not used.

The solution implemented requires some kind of counter to let the receiver
know if a package has been dropped, in which case two packages arriving one
after the other would be missing a package in between. There is no continuity
counter in the UDP protocol but there is one in the RTP protocol, and this
protocol must be used in order to correct lost packets. The RTP header is not
used in the encoder at the time, but in order to use the FEC option, it will be
necessary.
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CHAPTER 4

Conclusion

The project was initiated with an extensive analysis into the needs and
possibilities for implementing a forward error correction scheme in Scientific
Atlanta's video encoders.

The project has resulted in the implementation of a one dimensional Forward
Error Correction solution, which is based on the RFC 2733 but fulfils the
criteria described by Pro-MPEG. The latter has great importance for the future
of encoders since the market is looking for interoperable encoders and
decoders which work with other manufacturers products. Since no one else has
come with any suggestions to an error correcting scheme for MPEG encoded
streams, the Code of Practice created by Pro-MPEG has become a buzzword
for the customers, who has no knowledge as to the actual need for error
correction in their applications.

The problem with the scheme is that it is far too extensive and corrects more
errors in a transmission than will probably ever be a reality, since the market is
heading towards fiber networks for distributing media content. The fiber
networks have error rates which are much smaller than ordinary copper lines,
and therefore the Code of Practice is overdone as for the ability to correct
errors, but since no one else has any suggestions, this is what the market
currently demands.

The positive angle to the Pro-MPEG suggestion is that it is easy for all
manufacturers of encoders and decoders to follow the same scheme and
therefore be interoperable with others. The reason for implementing a small
version of the Pro-MPEG scheme in Scientific Atlanta encoders is to win
market shares on the fact that the buzzword scheme is supported.
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The downside of the proposed scheme is that it introduces a comparatively
long delay in the decoder which is intolerable in some applications.

The initial worry with the FEC scheme proposed by Pro-MPEG was the
memory use, but after completing the analysis, it became clear that the memory
use of the algorithm is smaller than anticipated, and will not cause a noticeable
increase in the cost of an encoder or decoder.

As mentioned, the future of media streaming in IP networks is in fibers. The
networks are faster and more reliable. The network is based on the ATM
protocol in which some error correction is already implemented and the
resulting errors are very few, and will only include errors that should occur on
the cable connecting the encoder with the ATM box.

The proposed scheme from Pro-MPEG is too extensive, and should be adjusted
to the actual needs of the industry. Since the forum is a collection of
representatives from companies in the industry, it would be wise for Scientific
Atlanta to join the forum or at least make their opinions clear as for the future
of the FEC scheme which is still a suggestion but might become a standard.

For Scientific Atlanta, an implementation of an error correcting scheme would
require some adjustments in the existing design. The obvious is of course the
actual FEC system which will interact with the existing system, but also some
changes are crucial in the existing design.

It is required that the RTP protocol is appended to the output, to enable the use
of sequence numbers in order to identify the lost packets in a stream.
Furthermore the use of the checksum field in the UDP header is required in
order to detect bit errors in the transmitted signal.

As for the memory use and logic use in the FPGA, a simple FEC system would
not be any problem to implement. The implemented system is a very limited
solution, but some larger solutions would fit into the existing design.
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CHAPTER 5

Other suggestions

The main point of this project has been to discuss the need for error protection
on Scientific Atlanta's encoders, in particular the D9054 HD h.264 Encoder.
The conclusion has been that for the networks considered for the actual
applications, very weak or no FEC is needed since the error rate in the
networks inflicted has little or no significance.

If the media stream were intended for other types of networks for example
internet connections, the FEC would be very useful and the suggested
algorithms might not even be sufficient for the correction of errors.

To handle this, an additional following FEC scheme is suggested; a three
dimensional FEC matrix.

The FEC would consist of n, I-m matrices forming a cube. In this description 1,
m, and n is set to three, so the matrix is 3-3-3 matrix with a total of 27 original
packets.

Each of the three matrices would have an ordinary row and column FEC
calculated, as described in the analysis chapter. Then an additional 3w
dimensional FEC is applied, which calculates the FEC packets over the first
packet in the three matrices, the second in al three and so on and so forth over
al nine packets in three matrices. This results in 9 additional FEC packets,
which add up to 27 FEC packets including the 18 packets from the 2-
dimensional matrices.

The overhead would then be 50 % since 27 original packets are sent, and in
addition to these, 27 FEC packets are sent. But the gain of this scheme is an
ability to correct up to 70.37 % of the original packets if no FEC packets are
lost in transmission. In given example of a 3-3 matrix, 19 of the 27 packets can
be recreated.
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Figure 5.1 - Three dimensional FEC

The overhead in the transmission is quite big, but is greatly compensated by the
ability to correct errors. The proposed FEC is a very strong solution with
strength in both the correction of burst errors and random errors.
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1 Appendix

1.1 Output from Tandberg Encoder

1.1.1 No FEC is added, and the transmission protocol is

RTP
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1.1.2 No FEC is added, and the transmission protocol is
UDP
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1.1.3 FEC setting 1, and the transmission protocol is
UDP
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1.1.4 FEC setting 4, and the transmission protocol is

UDP
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2 Appendix

2.1 Correspondences

2.1.1 Rudi Van de Genachte, 150506

Maria,
Sorry for the late response.

From my experience in IPTV, I have to admit that PRO-MPEG FEC isn't much of demand. The
reason for this is that IP networks can be easily be scale to carry the traffic needed for the TV
services. So, packet drops and error packets can be avoid by engineering correctly these
networks. The problem can arise in the access part of the network like ADSL. But, the access
technologies used have already some FEC methods implemented. Conclusion the need for PRO-
MPEG FEC is limited for IPTV application. Nevertheless, it doesn't exclude that FEC can
contribute to a better service level or can be of an advantage for IPTV operator. It is also true
that Telecom companies like to stick close to the standards, so when FEC is or becomes a
standard they will require it.

I believe the advantages of FEC will be more required in contribution application or primary
distribution, where higher standards of errorless transmission are needed. Also typical for these
application is that transmission capacity (bandwidth) will be leased for a certain period, and
therefore the only impact that the sender has on the quality of the transmission is to use FEC.

I suggest also that you talk to our Market management department and possibly to Cisco
service provider departments to help from your idea about FEC.

Best regards,

Rudi

From: Baltzer, Maria

Sent: donderdag 4 mei 2006 12:43

To: Van de Genachte, Rudi

Subject: Forward Error Correction on IP output
Hi Rudi

The reason for me contacting you is that I was told that you might have some insight in the
subject of Forward Error Correction, so here is a little about me and the cause of me contacting
you.

I am currently a student at the Technological University of Denmark where I am finishing my
degree in engineering, within the field of IT and electronics. This last period of the education
includes ten weeks of practical experience in a company, working and preparing for my exam
project. Following these ten weeks is the actual project which also spans over ten weeks. I am

SCIENTIFIC-ATLANTA
CONFIDENTIAL
-120f 70 -



FEC on IP-output for video encoder SCientifiC
Maria Baltzer Pedersen Atlanta

A CISCO COMPANY

writing the project in close cooperation with, surprisingly, Scientific Atlanta Denmark which
explains the e-mail address.

The subject for my project and the research I am currently doing concerns Forward Error
Correction, and more specifically the implementation of a FEC algorithm for the IP output in the
D9054 encoder. This includes market analysis to determine what the clients are expecting,
literary studies into the area of FEC and of course research into the suggestions made by e.g.
the Pro-MPEG group as to which algorithm to implement.

The research and results of this analysis is very important for S-A since some FEC solution is to
be implemented in the encoder and the more I find out, the easier it is for S-A to implement.
Therefore, this is not just some imaginary project but a project of great relevance.

The problem I am facing right now is the decision of which solution to implement (XOR, Reed
Solomon, interleaving...) and I have yet to meet someone who could describe an application
where FEC is actually needed — maybe you have some ideas?

I hope you can help me or maybe direct me to someone who can.
Med venlig hilsen / Best regards

Maria Baltzer Pedersen

Project student

Scientific Atlanta, A Cisco Company
Tobaksvejen 23A

DK-2860 Sgborg

mailto: maria.baltzer@sciatl.com
Tel.: +45 39 17 08 54
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2.1.2 Richard Diaz, 240206

Hi Maria
I am curious as to why you picked FEC for your project?

I am working on system level designs for customers wishing to implement IPTV networks. One
of the things I am finding is that there is very little understanding by customers on FEC.

The biggest issue I see with all FEC solutions is that they consume too much bandwidth.
Bandwidth savings is the holy grail of IPTV networks. The way customers see it FEC consumes
bandwidth but provides no cash income. If the switched network was clean enough then you
wouldn't need FEC. Some switch vendors like Cisco and Alacatel do offer some error correction
in the hardware.

The other issue with FEC is compatibility. Settop box vendors need to use the same FEC
algorithm that the source is sending. That is not an issue when both the encoder and the
settop use the same standard. So thats why we are looking at Pro-MPEG COP3 open solution
to provide a common solution. However that being said the COP3 solution is not the best
solution, it has made some compromises. In my opinion we, (SA), should create a solution
that could be used when both our encoders and settops are used together but also offer COP3
for those installations that require integration with other settops.

Take a look at Tut Systems and Path1l. Both of those companies offer FEC solutions in
hardware.

Good Luck with your project

Rick

From: Baltzer, Maria

Sent: Friday, February 24, 2006 8:41 AM

To: Diaz, Richard

Cc: Pedersen, Lars; Egede, Niels; Nielsen, Ole Stender
Subject: Forward Error Correction on IP output

Hi Rick

The reason for this mail is that I have been told that maybe you could help me.

I am currently a student at the Technological University of Denmark where I am finishing my
degree in engineering, within the field of IT and electronics. This last period of the education
includes ten weeks of practical experience in a company, working and preparing for my exam
project. Following these ten weeks is the actual project which also spans over ten weeks. I am
writing the project in close cooperation with, surprisingly, Scientific Atlanta Denmark which
explains the e-mail address.

The subject for my project and the research I am currently doing concerns Forward Error
Correction, and more specifically the implementation of a FEC algorithm for the IP output in the
D9054 encoder. This includes market analysis to determine what the clients are expecting,
literary studies into the area of FEC and of course research into the suggestions made by e.g.
the Pro-MPEG group as to which algorithm to implement.

This brings me to you and what I hope you can help me with. I was told by Lars Pedersen that
you were currently working with applying some sort of FEC to the IP output of an encoder and I
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was hoping to maybe I could benefit from your experience, and also if you have any
recommendations or thoughts as to which, if any, algorithms to concentrate the research.

I hope that you can help me in my quest or maybe guide me in the direction of someone who
can.

Best regards and have a nice weekend,

Maria Baltzer Pedersen
Project student
Scientific-Atlanta Denmark A/S
Tel.: +45 39 17 08 54
maria.baltzer@sciatl.com
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2.1.3 Richard Diaz, 280206

Hi Maria
See Below

From: Baltzer, Maria

Sent: Monday, February 27, 2006 9:41 AM

To: Diaz, Richard

Subject: Forward Error Correction on IP output

From: Baltzer, Maria

Sent: 27. februar 2006 15:39

To: Baltzer, Maria

Subject: Forward Error Correction on IP output

Hi Rick

I understand your curiosity as to why I chose FEC but actually it comes down to the fact that I
wanted to do a project involving hardware programming, especially VHDL. To find a suitable
project I applied to several companies and one of the projects I was offered was this one. And
since it involves both programming (hopefully) and is a project of great importance for SA in
the development of the D9054 encoder, I found is very interesting. Also I had some basic
knowledge of Forward Error Correction prior to the project.

Now back to business. Of course a FEC solution would result in some excess data being sent
over the network which, in most cases will never be needed, but don’t you think that some
customers would want the option. After all FEC is at some level a buzzword at the moment
what with the Pro-MPEG COP3 and all. When you say that customers see it as a downside since
it does not provide direct cash income, are you referring to any specific customers or is it in
general. I have the impression that since it is becoming a buzzword, more and more customers
will want the FEC option in new encoders.

When I mean customers I am refereeing to Telcos or service providers. The lost bandwidth to
FEC can not be sold by Telco's. IE; If I have a 1 gigabit/s pipe but I have to set aside 200
mbit/s for FEC then I will have "lost" the opportunity to make any revenue on that bandwidth.

I see the problem with the choice of FEC algorithm which is why I want to find out if any of the
potential customers have any thought on which algorithm to use. Maybe some have read the
COP3 or has other preferences from elsewhere. It is hard to tell. And furthermore it is hard to
predict whether anyone is actually going to need this FEC. It depends on so many things; the
error correction already in the network switches as you mention yourself, where the switches
and encoders are physically placed and so on...

From what I have seen, the Telco's and service providers are still investigating the options.

You say that the COP3 solution is not the best solution but do you have any suggestions to
other algorithms? I'd like to hear what you think. The proprietary solution from Path1 goes a
step further than cop3. I got a verbal overview from Pathl when the rep was here.

I know that Tandberg has already implemented some FEC solution — or so they claim — but
which algorithm do they use? They have a summery of the COP3 solution on their webpage and
one would think that this is the algorithm they have implemented, but I haven’t had the chance
to confirm it. Do you know? I have a TB encoder here I will check it out.
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As you know, Tut Systems and Path1 also utilize the COP3 recommendations, would this be a
reason to implement it in SA products also?

At this point the settop group has to decide what to implement on the settop software. They
know if they choose COP3 they will have better success integrating with other encoders vendors
that use COP3 or third party devices.

I hope you will continue to share your experiences and knowledge on the subject

I have a question for you. What do you think is more efficient to implement, FEC on one SPTS
then combine all SPTS on a switch or FEC on a MPTS?

Best regards

Maria Baltzer Pedersen

Project student
Scientific-Atlanta Denmark A/S
Tel.: +45 39 17 08 54
maria.baltzer@sciatl.com
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2.1.4 Richard Diaz, 140306
Hi Rick
First, I'm sorry I haven't replied sooner, but I have been quite busy.

As for the question you asked me in the mail I received from you, I do not have one simple
answer.

>> I have a question for you. What do you think is more efficient to implement, FEC on
one SPTS then combine all SPTS on a switch or FEC on a MPTS? <<

As I see it, to include FEC in the SA encoders the solution has to be implemented on the SPTS
and combined into one stream later otherwise, it would need a switch or some other device to
apply the FEC. Also, couldn’t you be in a situation where an application consists of various
different encoders, which all provide a SPTS later to be combined into one stream? In this case,
the FEC should apply to the SPTS from the SA encoder, and not to the others.

Please correct me if I'm wrong. I am still trying to figure out what it is everybody wants [
Best regards

Maria Baltzer Pedersen

From: Diaz, Richard

Sent: 28. februar 2006 00:01

To: Baltzer, Maria

Subject: RE: Forward Error Correction on IP output

Hi Maria

See Below

From: Baltzer, Maria

Sent: Monday, February 27, 2006 9:41 AM

To: Diaz, Richard

Subject: Forward Error Correction on IP output

From: Baltzer, Maria

Sent: 27. februar 2006 15:39

To: Baltzer, Maria

Subject: Forward Error Correction on IP output

Hi Rick

I understand your curiosity as to why I chose FEC but actually it comes down to the fact that I
wanted to do a project involving hardware programming, especially VHDL. To find a suitable
project I applied to several companies and one of the projects I was offered was this one. And
since it involves both programming (hopefully) and is a project of great importance for SA in
the development of the D9054 encoder, I found is very interesting. Also I had some basic
knowledge of Forward Error Correction prior to the project.
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Now back to business[]. Of course a FEC solution would result in some excess data being sent
over the network which, in most cases will never be needed, but don't you think that some
customers would want the option. After all FEC is at some level a buzzword at the moment
what with the Pro-MPEG COP3 and all. When you say that customers see it as a downside since
it does not provide direct cash income, are you referring to any specific customers or is it in
general. I have the impression that since it is becoming a buzzword, more and more customers
will want the FEC option in new encoders.

When I mean customers I am refereeing to Telcos or service providers. The lost bandwidth to
FEC can not be sold by Telco's. IE; If I have a 1 gigabit/s pipe but I have to set aside 200
mbit/s for FEC then I will have "lost" the opportunity to make any revenue on that bandwidth.

I see the problem with the choice of FEC algorithm which is why I want to find out if any of the
potential customers have any thought on which algorithm to use. Maybe some have read the
COP3 or has other preferences from elsewhere. It is hard to tell. And furthermore it is hard to
predict whether anyone is actually going to need this FEC. It depends on so many things; the
error correction already in the network switches as you mention yourself, where the switches
and encoders are physically placed and so on...

From what I have seen, the Telco's and service providers are still investigating the options.

You say that the COP3 solution is not the best solution but do you have any suggestions to
other algorithms? I'd like to hear what you think. The proprietary solution from Path1 goes a
step further than cop3. I got a verbal overview from Pathl when the rep was here.

I know that Tandberg has already implemented some FEC solution — or so they claim — but
which algorithm do they use? They have a summery of the COP3 solution on their webpage and
one would think that this is the algorithm they have implemented, but I haven't had the chance
to confirm it. Do you know? I have a TB encoder here I will check it out.

As you know, Tut Systems and Path1 also utilize the COP3 recommendations, would this be a
reason to implement it in SA products also?

At this point the settop group has to decide what to implement on the settop software. They
know if they choose COP3 they will have better success integrating with other encoders vendors
that use COP3 or third party devices.

I hope you will continue to share your experiences and knowledge on the subject

I have a question for you. What do you think is more efficient to implement, FEC on one SPTS
then combine all SPTS on a switch or FEC on a MPTS?

Best regards

Maria Baltzer Pedersen

Project student
Scientific-Atlanta Denmark A/S
Tel.: +45 39 17 08 54
maria.baltzer@sciatl.com

From: Diaz, Richard
Sent: 24. februar 2006 17:02
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To: Baltzer, Maria
Subject: RE: Forward Error Correction on IP output

Hi Maria
I am curious as to why you picked FEC for your project?

I am working on system level designs for customers wishing to implement IPTV networks. One
of the things I am finding is that there is very little understanding by customers on FEC.

The biggest issue I see with all FEC solutions is that they consume too much bandwidth.
Bandwidth savings is the holy grail of IPTV networks. The way customers see it FEC consumes
bandwidth but provides no cash income. If the switched network was clean enough then you
wouldn't need FEC. Some switch vendors like Cisco and Alacatel do offer some error correction
in the hardware.

The other issue with FEC is compatibility. Settop box vendors need to use the same FEC
algorithm that the source is sending. That is not an issue when both the encoder and the
settop use the same standard. So thats why we are looking at Pro-MPEG COP3 open solution
to provide a common solution. However that being said the COP3 solution is not the best
solution, it has made some compromises. In my opinion we, (SA), should create a solution
that could be used when both our encoders and settops are used together but also offer COP3
for those installations that require integration with other settops.

Take a look at Tut Systems and Path1. Both of those companies offer FEC solutions in
hardware.

Good Luck with your project

Rick

From: Baltzer, Maria

Sent: Friday, February 24, 2006 8:41 AM

To: Diaz, Richard

Cc: Pedersen, Lars; Egede, Niels; Nielsen, Ole Stender
Subject: Forward Error Correction on IP output

Hi Rick

The reason for this mail is that I have been told that maybe you could help me.

I am currently a student at the Technological University of Denmark where I am finishing my
degree in engineering, within the field of IT and electronics. This last period of the education
includes ten weeks of practical experience in a company, working and preparing for my exam
project. Following these ten weeks is the actual project which also spans over ten weeks. I am
writing the project in close cooperation with, surprisingly, Scientific Atlanta Denmark which
explains the e-mail address.

The subject for my project and the research I am currently doing concerns Forward Error
Correction, and more specifically the implementation of a FEC algorithm for the IP output in the
D9054 encoder. This includes market analysis to determine what the clients are expecting,
literary studies into the area of FEC and of course research into the suggestions made by e.g.
the Pro-MPEG group as to which algorithm to implement.

This brings me to you and what I hope you can help me with. I was told by Lars Pedersen that
you were currently working with applying some sort of FEC to the IP output of an encoder and I
was hoping to maybe I could benefit from your experience, and also if you have any
recommendations or thoughts as to which, if any, algorithms to concentrate the research.
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I hope that you can help me in my quest or maybe guide me in the direction of someone who
can.

Best regards

Maria Baltzer Pedersen

Project student
Scientific-Atlanta Denmark A/S
Tel.: +45 39 17 08 54
maria.baltzer@sciatl.com
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2.1.5 William Van Nieuwenhove, 050506

Maria,

My experience with the usage of FEC is limited. The main application seems to be for transport
of video directly to the home over uncontrolled or public networks. On private networks from
headend to hub, the operator has a lot of control over the network and FEC is usually not
required. If video is distributed to end-users that are connected via a modem or IP STB to the
network than sometimes bandwidth is not that well controlled and the operator wants some
extra security. That is why FEC is recommended in the DVB-IPI spec for delivery to end-users.

Hope this helps,
William

From: Baltzer, Maria

Sent: donderdag 4 mei 2006 12:35

To: Van Nieuwenhove, William

Subject: Forward Error Correction on IP output

Hi William
The reason for me contacting you is that I heard you speak at Scientific Atlanta Denmark some
weeks ago.

I am currently a student at the Technological University of Denmark where I am finishing my
degree in engineering, within the field of IT and electronics. This last period of the education
includes ten weeks of practical experience in a company, working and preparing for my exam
project. Following these ten weeks is the actual project which also spans over ten weeks. I am
writing the project in close cooperation with, surprisingly, Scientific Atlanta Denmark which
explains the e-mail address.

The subject for my project and the research I am currently doing concerns Forward Error
Correction, and more specifically the implementation of a FEC algorithm for the IP output in the
D9054 encoder. This includes market analysis to determine what the clients are expecting,
literary studies into the area of FEC and of course research into the suggestions made by e.g.
the Pro-MPEG group as to which algorithm to implement. Here is where you come into the
picture. You mentioned, only briefly, FEC and I would like to know if you have any further
thoughts on the subject.

The research and results of this analysis is very important for S-A since some FEC solution is to
be implemented in the encoder and the more I find out, the easier it is for S-A to implement.
Therefore, this is not just some imaginary project but a project of great relevance. The problem
I am facing right now is the decision of which solution to implement (XOR, Reed Solomon,
interleaving...) and I have yet to meet someone who could describe an application where FEC is
actually needed — maybe you have some ideas?

I hope you can help me or maybe direct me to someone who can.
Med venlig hilsen / Best regards

Maria Baltzer Pedersen

Project student

Scientific Atlanta, A Cisco Company
Tobaksvejen 23A

DK-2860 Sgborg

mailto: maria.baltzer@sciatl.com
Tel.: +45 39 17 08 54
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2.1.6 Simon Spraggs, 180406

No problem

From: Baltzer, Maria [mailto:maria.baltzer@sciatl.com]
Sent: 18 April 2006 09:23

To: Simon Spraggs (sspraggs)

Subject: RE: Forward Error Correction on IP output
Simon,

hehe, no problem — I get pretty carried away when someone mentions FEC...
I'll call you later today? Would that be ok?

Maria

From: Simon Spraggs (sspraggs) [mailto:sspraggs@cisco.com]
Sent: 18. april 2006 10:14

To: Baltzer, Maria

Subject: RE: Forward Error Correction on IP output

Maria,

Willy has oversold my knowledge of FEC. I'm involved in the network design for SP
environments and as a consequence see potential applications for FEC. Personally I'm
not involved in the codec design at all, nor the precise FEC solutions. However I do know alot of
people in Cisco and can probably point you in the right direction. When you get a chance I
suggest you phone me on 447802262019 or I can phone you to discuss what your project
involves and see how I can help.
Simon

From: Baltzer, Maria [mailto:maria.baltzer@sciatl.com]
Sent: 18 April 2006 08:53

To: Simon Spraggs (sspraggs)

Subject: RE: Forward Error Correction on IP output

Hi Simon,

I am very grateful that you will share your knowledge and look forward to discuss the topic.

First, I'd like to know what your experiences with FEC are, and of course I have some questions
for you — this is only the top of the iceberg or so you say. I really hope you can help me in my
search for the perfect or nearly perfect FEC solution for Scientific Atlanta.

So far I have come to the conclusion that a FEC solution in an encoder is only necessary for
contributors and not for distributors since the stream from the encoders often is stripped of the
IP headers and split up in TS packets at a server, before being repacked, multiplexed with other
streams, and distributed. And often the network from the encoder to the server is a secure local
network without any real chance of loosing packets. Therefore the FEC solution is mostly
relevant to contributors since these streams are sent directly from the encoder over the
internet, and this is where a FEC implementation in the encoder could be useful.

Do you agree with me or do you have some further insight to this? Anything will be useful.
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Furthermore, I have to determine which algorithm or solution to implement, and this has
proved to be more complicated than expected. Of course we have the Pro-MPEG
recommendation of the two-dimensional XOR (CoP3), which would be the obvious choice but
there is also the Reed-Solomon or maybe a simple interleaving solution. I have tried to find out
what other encoders do, but also this is not as easy as expected. I have found out that Tut
Systems use the CoP3 or so they claim (I haven't checked it). Tandberg has a description of
CoP3 on their site but does not explicitly say that that is the solution implemented in their
encoder. I have tried to analyse the output from one of their encoders which should have FEC,
and it seems to be a proprietary solution and I can't find out what they do.

Therefore, to have greater interoperability with other producers of both encoders and decoders
I think the CoP3 solution would be the way to go, but what is your opinion?

Well, I think this is enough for now. We have just celebrated Easter and if you have too, I hope
you had a nice one.

Med venlig hilsen / Best regards

Maria Baltzer Pedersen

Project student

Scientific Atlanta, A Cisco Company
Tobaksvejen 23A

DK-2860 Sgborg

mailto: maria.baltzer@sciatl.com
Tel.: +45 39 17 08 54

From: Willy Verplancke (wverplan) [mailto:wverplan@cisco.com]
Sent: 7. april 2006 17:14

To: Baltzer, Maria

Cc: Simon Spraggs (sspraggs)

Subject: RE: Forward Error Correction on IP output

Maria,

Simon Spraggs has volunteered to share his knowledge on the topic. Feel free to engage with
him, he has done some research on the topic and definately can put he topic in perspective.

Br,
Willy

From: Baltzer, Maria [mailto:maria.baltzer@sciatl.com]
Sent: Friday, April 07, 2006 1:53 PM

To: Willy Verplancke (wverplan)

Subject: Forward Error Correction on IP output

Hi Willy

First, thank you for helping me, or at least trying to help me — it is very difficult to get in
contact with the right people.

Here is a little about me, and what I am doing:

I am currently a student at the Technological University of Denmark where I am finishing my
degree in engineering, within the field of IT and electronics. This last period of the education
includes ten weeks of practical experience in a company, working and preparing for my exam
project. Following these ten weeks is the actual project which also spans over ten weeks. I am

SCIENTIFIC-ATLANTA
CONFIDENTIAL
-24 of 70 -



FEC on IP-output for video encoder SCientifiC
Maria Baltzer Pedersen Atlanta

A CISCO COMPANY

writing the project in close cooperation with, surprisingly, Scientific Atlanta Denmark which
explains the e-mail address.

The subject for my project and the research I am currently doing concerns Forward Error
Correction, and more specifically the implementation of a FEC algorithm for the IP output in the
D9054 encoder. This includes market analysis to determine what the clients are expecting,
literary studies into the area of FEC and of course research into the suggestions made by e.g.
the Pro-MPEG group as to which algorithm to implement.

The research and results of this analysis is very important for S-A since some FEC solution is to
be implemented in the encoder and the more I find out, the easier it is for S-A to implement.
Therefore, this is not just some imaginary project but a project of great relevance.

What I hope you can help me with is to direct me to the right people within Cisco who might be
able to share some knowledge or experiences on the subject. I am interested in everything
from whitepapers and what ever kind of knowledge to actual practical experience with Forward
Error Correction.

Just so you know, I am on Easter holiday next week and will be back again on the 18

Have a nice weekend,
Med venlig hilsen / Best regards

Maria Baltzer Pedersen

Project student

Scientific Atlanta, A Cisco Company
Tobaksvejen 23A

DK-2860 Sgborg

mailto: maria.baltzer@sciatl.com
Tel.: +45 39 17 08 54
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3 Appendix

3.1

Image Sampling Formats

SMPTE 252M-1358

television system. Source formats are referenced
in SMPTE 260M and ANSISMPTE 274M.

3.2 interim specifications: Values given in
brackeis are interim and subject to revision
following further investigation by the SMPTE
Commitiee on Television Signal Technolegy
(see 8.1.2, 819,321, and 9.1).

4 Source format data

4.1 Source data shall be 10-bit words repre-
senting an Ev’, Ecs’, Ecg’ signal, where Ev’ is ong
formatted parallel data stream and Ecg', Ecg'isa
second formatied parallel data stream. This
limits the serial data rate to 1.5 Gh/s although
the source format parallel data may allow higher
data rates for RGB ar Y, Cg, Cr keyiype opera-
tion.

4.2 Data for each televizicn line are divided inte
four areas: SAY (start of active video) timing

reference, digital active ling, EAV (end of active
video) timing reference, and digital ling blanking
as shown in figure 1. The number of words and
defined data in each area are specified by the
source format document.

4.3 Since nct all bit-parallel digital television
data formats have the same timing refersnce
data, & medification may ke required pricr to
multiplexing and serialization in corder to meet
the reguirements of clause 5. Where additional
words are required for EAVISAY, data words
from the adjacent digital blanking area shall be
used. Modifications are typically made using a
coprocessor in the parallel domain.

4.4 Parameters for referenced source formats
are shown in takle 1.

4.5 The ftotal data rate is sither 1.485 Gb's or
1.485M1.001 Ghb/s. In table 1, the former is indi-
cated by a data rate division of 1 and the latter
by a divsor of M, which equals 1.001.

Diarfiresed bry Cinuse §
= "
— ~
]
H
by Digital Lina Blanking Digital Activa Ling l*;':
1
? Blanidng Leswed o &relary Dute ﬁ Actiew Picture or Anclary Data l?'
3 '3
ul !
!
= -
Dafiread iy Suurss Foerral
Figure 1 — Television horizontal line data
Table 1 - Source format parameters
Reference
SMPTE standard 260M 205M 274M 226M
Format A B C ] F [ H | J K L M
Lines per frame 1125|1125 | 1250 | 1125 125 | 1125 1125|1125 | 1125|1125 | 7580 | 750
Words per active line
(each channel ¥ Cs/Cs) | 1820 | 1220 | 1820 | 1820 1920 (1920|1920 | 1920 | 1920 {1920 [ 1280 | 1280
Total active linas 1035|1025 | 1080 | 1080 1080 (1080 | 1080 | 1020 | 1080 (108D | 720 | 720
Words per total line
(each channel ¥ Cs/Cs) | 2200 | 2200 | 2378 | 2200 | 2200 | 2640 (2200 | 2200 | 2640 | 2750 | 2750 | 1550 | 1650
Frame rate (Hz) 30 [3VM | 25 30 25 30 |30/ | 28 24 [24/M| B0 GO/
Fields per frame 2 2 2 2 2 1 1 1 1 1 1 1
Data rate divizor (ses 4.85) 1 M 1 1 1 1 M 1 1 M 1 M
Pags 2 of 5 pages
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SMPTE 296M-2001
ANBIEEMPTE ?“E":DZ;"

SMPTE STANDARD

for Television —

1280 x 720 Progressive Image Sample
Structure — Analog and Digital
Representation and Analog Interface

Page 1 of 14 pages

Contents 1 Scope

1 Scope 1.1 This standard defines a family of progressive
2 Mormative references mage sample systems forthe representafion of stationary
3 General or moving two-dimensional images sampled tempo-
4 Timing rally at a constant frame rate and having an image
5 System colorimetry format of 1280 pixels by 720 lines and an aspect
& Raster structure ratio of 16:9 as given in takle 1. All systems in the
7 Digital representation table have the common characteristic that all the
8 Digital timing reference sequences (SAY, EAV) samples gathered within a single temporal unit, a frame,

shall ke spatially configuous and provide a complete
description of that frame (4.2} Thes standard specifies:

9 Ancillary data
10 Bit-parallel interface
11 Analog sync

12 Analog interface

Annex & Production aperture

Annex B Pre- and postfiltering characteristics
Annex C Bibliography

— R'GB’ color encoding;

— R'G'B’ analog and digital reprezentation;

—¥"P'&P'r color encoding, analog representation, and
analog interface; and

—"C'sC’'r color encoding and digital representation.

Table 1 — Image sampling systems

Luma or R'G'B’ | Active Luma or R'G'B’ Luma sample Taotal

samples per lines par sampling periods per lines

System active lins frame Frams frequency total line per

nomenclature (S0AL) (ALF) rate, Hz ifs). MHz [S/TL) frame

1] 1280 = 720vE80 12280 720 50 74.25 1650 750
2 .04 12580 720 50/1.001 74.25/1.001 1850 750
3 5 12580 720 50 T4.25 19280 750
4| 1280 = 720420 12580 720 30 T4.25 3300 780
5 | 1280 =« 72042097 1280 720 30/1.001 74.25/1.001 3300 760
G | 1280 = 720425 1280 720 25 T4.25 3960 780
7| 1280 x 72024 1280 720 24 74.25 4125 760
8| 1280 = 720v23.95 1280 720 2401001 T4.25/1.001 4125 780

MOTE - For systems 4 through 8. analog video interface is not preferred. Ses clause 12,

Cogmright © 2001 by THE SOCIETY OF
MOTICH FICTURE AND TELEVEION SNGINSERS
5B W Hartsclalo Awa., Whita Plains, MY 10807
(914 TE1-110

Approved
January &, 2001
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4 Appendix

FEC calculations

4.1
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This table was calulated based on the rumber of packets inclded the FEC.

chets msacpacket  Jdealy Comected packsts Jestra bandwidth in % Bandaidth total in Mbit [Conactad packets per h

1 0, 0,2 50,001 R 4500000
2 0, 1,5] 33,34 20,00 2250000
3 0.8 2.4 25,00 575 1500000
4 0.8 32 20,00 EX] 1125000
5 0.8 4 16,67] 7.50 I
[ 0,8 4,8 14,28 7.4 FEOO0D)
7 0,5 5,5 12,501 16,88 B42857]
5 0, ! 11,11 16,67 34000
g 0.8 72 10,001 8,50 I
0 0.8 [ 2,08 836 S0000
1 0.8 5.8 2,33 B.2E [N
2 0,8 4.8 7,84 6,15 375000
13 0,8 10,4) 7, 14] 18,07 346154
14 [i 11,2 £,67 16,00 1420
15 0, 12 25| 15,94 EDIDTY
[F 0.8 2.8 £on) 522 281250
7 0,8 3.8 £ Gl £.83 284708
B 0.8 4.4 E.28) E7d 250000
[ 0,8 52 E,00) 575 236542
210 0,5 18 4,76] 15,71 225000)
1 [i 16,8 4,55 15,68 14250
22| 0,8 7.8 4,35] E8E 204545]
23 0.2 5.4 4.17] £ GERE2
24] 0,8 6.2 . 4,00 (] S5O0
25| 0,8 20 4,00 3,55 5,58 B0000
28] 0,8 20,8) 3,85 ER 15,58 173077
27 0, 21,5] R 3,57 15,54 16GGE!
28] 0,5 22.4) 3.57] 3. 45] 5,52 BT 14
24 0,8 232 345 3,33 £.50 EE172
30 0.8 24 3,33 3,23 548 S0000
3l 0.8 24.8] 3,23 3,13 £ 47 45161
32] 0,5 25,8] 3,13 3,03 15,45 140625
0, 26,4] ] 2,54 15,44 [ELREE]

34] 0.8 272 2.9 T £.43 32353
35] 0.8 28 285 2,75 542 28571
38 0.8 28,8 2,78 2,70 E.41 28000
37| 0,8 20,8 2,70 EEE 534 21622
38 0,8 30,4) 283 2,56 15,38 118421
4 [i 1,2 55 2,50 15,38 115355
41 0, 1 2,50 2 44 15,47 112500
1 0.8 328 244 2,38 £38 QOTER
2 0,8 338 238 2,33 535 07143
3 0.8 34.4) 2,33 2.27] £.34 04B51
4] 0,8 352 2,27 2,22 £33 02273
45| 0,8 38 2,22 2,17] 15,33 100000
45 [i 6,2 ki 2,1 15,32 G820
7 0,8 378 213 2,08] £ GET4E
L8] 0.8 36,4 2,08 2,04 £ Q3750
4 0,8 362 2,04 2,00 £.30 G1837
50 0,8 40 2,00 1,96] 5,249 annoo
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5 Appendix

5.1 Source Code

5.1.1 Top Entity of the FEC system

*
*
*

*
*
*
*
—— *x
*
*
*

Libr
Use
Use
Use

enti
port

)i
end

hkkkhkkhkhkhkkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkkkkkkkkkkkkk* k%

Scientific Atlanta Denmark A/S

hkkkhkkhkkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkhkkkkkkkkkkkkk* k%

Project : HD Encoder D9054
Used in : FEC
Description : Top entity of the FEC system

Made by Maria Baltzer, Technical University of Denmark for Scientific Atlanta Denmark
LR RS RS RS S SRS S SRS RS ESESESESESESESESESESESESESEREEESESESESESESESESESESESESESESESESESESESE]
ary IEEE;

IEEE.STD_Logic_1164.all;
IEEE.STD_Logic_arith.all;
IEEE.std_logic_unsigned.all;

ty FECTop is
(

RESET : in  std_logic;
CLK : in  std_logic;
CLK_EXT : in std_logic; --PCI clock
TSMODE : in  std_logic;
DSRC_MEM_SERVICED : in std_logic;
DSRC_MEM_SELECT : in  std_logic;
DATAREADY : in std_logic;
BUFFERSELECT : in std_logic_vector (3 downto 0);
SEQUENCE_NUMBER : in std_logic_vector (15 downto 0);
DATAVALID : in std_logic;
GRANT : in std_logic;
BUFFEROVERFLOW : out std_logic;
MEMREADY : out std_logic;
MEMSELECT : out std_logic;
PCI_DPRAM_ADDR : in std_logic_vector (9 downto 0);
PCI_DPRAM_DIN : in std_logic_vector (31 downto 0);
PCI_DPRAM_DOUT : out std_logic_vector (31 downto 0);
PCI_DPRAM_EN : in  std_logic;
PCI_DPRAM_WE : in  std_logic;
PCI_HEADER_ADDR : in  std_logic_vector (8 downto 0);
PCI_HEADER_DIN : in  std_logic_vector (31 downto 0);
PCI_HEADER_DOUT : out std_logic_vector (31 downto 0);
PCI_HEADER_EN : in  std_logic;
PCI_HEADER_WE : in  std_logic;
FIFODATAIN : in  std_logic_vector (31 downto 0);
FIFOFULL : out std_logic

FECTop;

architecture Behavioral of FECTop is

-c

omponents

component FECProcessing

port
(

reset : in  std_logic;
clk : in  std_logic;
FifoOutputData : in  std_logic_vector (31 downto 0);
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FifoEmpty : in  std_logic;

FifoOutputEnable : out std_logic;

HeaderRamRE : out std_logic;

HeaderRamAddress : out std_logic_vector (8 downto 0);
HeaderRamData : in std_logic_vector (31 downto 0);
DPRAMSelect : out std_logic;

DPRAMAddress : out std_logic_vector (9 downto 0);
DPRAMData : out std_logic_vector (31 downto 0);
DPRAMWE : out std_logic;

FECRamWeA : out std_logic;

FECRamReA : out std_logic;

FECRamAddressA : out std_logic_vector (8 downto 0);
FECRamDataA : out std_logic_vector (31 downto 0);
FECRamWeB : out std_logic;

FECRamReB : out std_logic;

FECRamAddressB : out std_logic_vector (8 downto 0);
FECRamDataB : in std_logic_vector (31 downto 0);
SequenceNumberlbit: in std_logic;

TSMode : in  std_logic;

LastWord : in  std_logic;

FECPacketReady : out std_logic;

CounterReset : in  std_logic

)i
end component;

component FECLastWordCounter

port
(
reset : in std_logic;
clk : in std_logic;
TsMode : in std_logic; -- 0 = 188, 1 = 204 TS packets
DataReadyFromFifo : in std_logic;
FifoOutputEnable : in std_logic;
CounterReset : out std_logic;
LastWord : out std_logic

)i
end component;

component FECPacketSupervising

port
(
reset : in std_logic;
clk : in  std_logic;
FECPacketReady : in std_logic;
DPRAMSelect : in  std_logic;
BufferOverflow : out std_logic;
MemReady : out std_logic; -- naste pakke er klar i ram'en
MemSelect : out std_logic;

DSRCMemServiced: in std_logic;

DSRCMemSelect : in std_logic --flag der fortaller at bufferen er serviceret.

)i
end component;

component FECInFifoInputEnable

port

(
reset : in std_logic;
clk : in  std_logic;
DataReady : in  std_logic;
BufferSelect : in std_logic_vector (3 downto 0);
SequenceNumberlébit : in std_logic_vector (15 downto 0);
DataVvalid : in  std_logic;
Grant : in  std_logic;
SequenceNumberOutbit : out std_logic;
FifoInputEnable : out std_logic

)i
end component;

component fec_output

port (

addra: IN std_logic_VECTOR(9 downto 0);
addrb: IN std_logic_VECTOR(9 downto 0);
clka: IN std_logic;

clkb: IN std_logic;

dina: IN std_logic_VECTOR(31 downto 0);
dinb: IN std_logic_VECTOR(31 downto 0);
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doutb: OUT std_logic_VECTOR(31 downto 0);
enb: IN std_logic;
wea: IN std_logic;
web: IN std_logic);
end component;

component fec_input
port (
clk: IN std_logic;
din: IN std_logic_VECTOR(33 downto 0);
rd_en: IN std_logic;
rst: IN std_logic;
wr_en: IN std_logic;
dout: OUT std_logic_VECTOR(33 downto 0);
empty: OUT std_logic;
full: OUT std_logic);
end component;

component fec_header
port (
addra: IN std_logic_VECTOR(8 downto 0);
addrb: IN std_logic_VECTOR(8 downto 0);
clka: IN std_logic;
clkb: IN std_logic;
dinb: IN std_logic_VECTOR(31 downto 0);
douta: OUT std_logic_VECTOR(31 downto 0);
doutb: OUT std_logic_VECTOR (31 downto 0);
ena: IN std_logic;
enb: IN std_logic;
web: IN std_logic);

end component;

component fec_storage
port (
addra: IN std_logic_VECTOR(8 downto 0);
addrb: IN std_logic_VECTOR(8 downto 0);
clka: IN std_logic;
clkb: IN std_logic;
dina: IN std_logic_VECTOR(31 downto 0);
doutb: OUT std_logic_VECTOR (31 downto 0);
enb: IN std_logic;
wea: IN std_logic);

end component;

—- Signal definition

signal SequenceNumberOutbit : std_logic;

signal FifoInputEnable : std_logic;

signal FifoOutputEnable : std_logic;

signal FifoOutputData : std_logic_vector (33 downto 0);
signal FifoData : std_logic_vector (31 downto 0);
signal FifoEmpty : std_logic;

signal CounterReset : std_logic;

signal LastWord : std_logic;

signal FECPacketReady : std_logic;

signal DPRAMSelect : std_logic;

signal DPRAMWE : std_logic;

signal DPRAMAddress : std_logic_vector (9 downto 0);
signal DPRAMData : std_logic_vector (31 downto 0);
signal HeaderRamRE : std_logic;

signal HeaderRamAddress : std_logic_vector (8 downto 0);
signal HeaderRamData : std_logic_vector (31 downto 0);
signal FECRamWeA : std_logic;

signal FECRamAddressA : std_logic_vector (8 downto 0);
signal FECRamDataA : std_logic_vector (31 downto 0);
signal FECRamReB : std_logic;

signal FECRamAddressB : std_logic_vector (8 downto 0);
signal FECRamDataB : std_logic_vector (31 downto 0);
signal DataReadyFifo : std_logic;

signal FifoDataSequenceNumberDataReady : std_logic_vector (33 downto

signal SequenceNumberlbitTmp : std_logic;
Begin

FifoData <= FifoOutputData (31 downto 0);
DataReadyFifo <= FifoOutputData(32);
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SequenceNumberlbitTmp <= FifoOutputData(33);
FifoDataSequenceNumberDataReady <= SequenceNumberOutbit & DATAREADY & FIFODATAIN;

FEC1 FECProcessing port map (
reset => RESET,
clk => CLK,
FifoOutputData => FifoData,
FifoEmpty => FifoEmpty,
FifoOutputEnable => FifoOutputEnable,
HeaderRamRE => HeaderRamRE,
HeaderRamAddress => HeaderRamAddress,
HeaderRamData => HeaderRamData,
DPRAMSelect => DPRAMSelect,
DPRAMAddress => DPRAMAddress,
DPRAMData => DPRAMData,
DPRAMWE => DPRAMWE,
FECRamWeA => FECRamWeA,
FECRamAddressA => FECRamAddressA,
FECRamDataA => FECRamDataA,
FECRamReB => FECRamReB,
FECRamAddressB => FECRamAddressB,
FECRamDataB => FECRamDataB,
SequenceNumberlbit => SequenceNumberlbitTmp,
TSMode => TSMODE,
LastWord => LastWord,
FECPacketReady => FECPacketReady,
CounterReset => CounterReset

)i

FEC2 FECLastWordCounter port map

(
reset => RESET,
clk => CLK,
TsMode => TSMODE,
DataReadyFromFifo => DataReadyFifo,
FifoOutputEnable => FifoOutputEnable,
CounterReset => CounterReset,
LastWord => LastWord

)i

FEC3 FECPacketSupervising port map

(
reset => RESET,
clk => CLK,
FECPacketReady => FECPacketReady,
DPRAMSelect => DPRAMSelect,
BufferOverflow => BUFFEROVERFLOW,
MemReady => MEMREADY,
MemSelect => MEMSELECT,
DSRCMemServiced=> DSRC_MEM_SERVICED,
DSRCMemSelect => DSRC_MEM_SELECT

)i

FEC4 FECInFifoInputEnable port map

(
reset => RESET,
clk => CLK,
DataReady => DATAREADY,
BufferSelect => BUFFERSELECT,
SequenceNumberl6bit => SEQUENCE_NUMBER,
DataValid => DATAVALID,
Grant => GRANT,
SequenceNumberOutbit => SequenceNumberOutbit,
FifoInputEnable => FifoInputEnable

)i

FECS5 fec_output port map

(
addra => DPRAMAddress,
addrb => PCI_DPRAM_ADDR,
clka => CLK,
clkb => CLK_EXT,
dina => DPRAMData,
dinb => PCI_DPRAM DIN,
doutb => PCI_DPRAM_DOUT,
enb => PCI_DPRAM_EN,
wea > DPRAMWE,
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)i

FEC6
(

)i

FEC7
(

)i

FEC8
(

)i

end

web =>

fec_input

clk
din
rd_en
rst
wr_en
dout
empty
full

PCI_DPRAM_WE

port map

CLK,

FifoDataSequenceNumberDataReady,
FifoOutputEnable,

RESET, -- er det en reset?

FifoInputEnable,

FifoOutputData,

FifoEmpty,

FIFOFULL -- Port and Port Map does not match

fec_header port map

addra
addrb
clka
clkb
dinb
douta
doutb
ena
enb
web

HeaderRamAddress,
PCI_HEADER_ADDR,
CLK,

CLK_EXT,
PCI_HEADER_DIN,
HeaderRamData,
PCI_HEADER_DOUT,
HeaderRamRE,
PCI_HEADER_EN,
PCI_HEADER_WE

fec_storage port map

addra
addrb
clka
clkb
dina
doutb
enb
wea

=>
=>
=>
=>
=>
=>
=>
=>

Behavioral;

FECRamAddressA,
FECRamAddressB,
CLK,

CLK,
FECRamDataA,
FECRamDataB,
FECRamReB,
FECRamWeA
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5.1.2 Processing entity

Kok kkkkkkkhkkhkhhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkhkhkhkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkkk Kk k * k%

-— * Scientific Atlanta Denmark A/S

Kok kkkkkkkkkhkhhkkhkkhkkhkkkkhkkhkkkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkkk kk * k%

-- * Project : HD Encoder D9054

Used in : FEC

Made by Maria Baltzer, Technical University of Denmark for Scientific Atlanta Denmark

*
*
*
-— * Description : Processing unit for FEC
*
*
AR SRS S S S S S S S S S S SER SRS E SRR SR EEEEEEEEEEEEEEEEEEEEEEEEEEEESEEEEESESESES

- \/ | \/ |

- | | | | == | | |
- | Init |---> | idle | | Fetch | -—--> | Write
-— | | | | <=1 | | |
- /\ |

- |

—— |
Library IEEE;

Use IEEE.STD_Logic_1164.all;

Use IEEE.std_logic_arith.all;

use IEEE.std_logic_unsigned.all;

Entity FECProcessing is

port

(
reset : in  std_logic;
clk : in  std_logic;
FifoOutputData : in std_logic_vector (31 downto 0);
FifoEmpty : in  std_logic;
FifoOutputEnable : out std_logic;
HeaderRamRE : out std_logic;
HeaderRamAddress : out std_logic_vector (8 downto 0);
HeaderRamData : in std_logic_vector (31 downto 0);
DPRAMSelect : out std_logic;
DPRAMAddress : out std_logic_vector (9 downto 0);
DPRAMData : out std_logic_vector (31 downto 0);
DPRAMWE : out std_logic;
FECRamWeA : out std_logic;
FECRamReA : out std_logic;
FECRamAddressA : out std_logic_vector (8 downto 0);
FECRamDataA : out std_logic_vector (31 downto 0);
FECRamWeB : out std_logic;
FECRamReB : out std_logic;
FECRamAddressB : out std_logic_vector (8 downto 0);
FECRamDataB : in std_logic_vector (31 downto 0);
SequenceNumberlBit: in std_logic;
TSMode : in  std_logic;
LastWord : in  std_logic;
FECPacketReady : out std_logic;
CounterReset : in  std_logic

)i
end FECProcessing;

architecture behavioral of FECProcessing is

constant PayloadSize : integer := 7;

constant FECSize : integer := 10;

——IP = 5 words, UDP = 2 words, RTP = 3 words and FEC = 4 words...
constant HeaderSize : integer := 14;

type state_t is (init, idle, fetchl, fetch2, fetch3, fetch4, fetch5, InitHeader,
ReadHeader, WriteHeader, writel, write2, write3);

signal state : state_t;

signal fifoData : std_logic_vector (31 downto 0);
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—--counts how

skal maske vere mindre...

std_logic_vector (15 downto 0);

signal fecData std_logic_vector (31 downto 0);
signal mode, PreviousMode integer range 1 to 51;
signal OutputRamSelect std_logic;

signal MemCount integer range 0 to 512;

signal LastWordCounter integer range 0 to 7;
been recieved

signal PayloadCounter integer range 1 to 10;
signal WordCount integer range 0 to 52;

signal HeaderCounter integer range 0 to 20; —-
signal SequenceNumber, tmpSequenceNumber

signal PacketReady std_logic;

signal WaitForIPPacket std_logic;

signal LastWordEdge std_logic;

begin

mode <= 51 when TsMode = 'l' else 47;

DPRAMSelect <= OutputRamSelect;

ProcessData process (reset, LastWord, FifoEmpty,
variable initCount integer range 0 to 3;
begin
if reset = 'l' then
state <= init;
fifobData <= (others => '0');
fecData <= (others => '0');

PreviousMode <= 47;
OutputRamSelect <=
MemCount <= 0;
LastWordCounter <= 0;
PayloadCounter <= 1;
WordCount <= 0;
HeaderCounter<= 0;
SequenceNumber <= (others =>
PacketReady <= '0';
FifoOutputEnable <=
HeaderRamRE <= '0'; —--aktiv hgj eller lav?
HeaderRamAddress <= (others => '0');
DPRAMAddress <= (others => '0');
DPRAMData <= (others => '0'");
DPRAMWE <= '0';
FECRamReA <= '0';
FECRamWeA <= '0';
FECRamAddressA <=
FECRamDataA <= (others
FECRamWeB <= '0"';
FECRamReB <= '0';
FECRamAddressB <= (others =>
LastWordEdge <= '0';
elsif clk'EVENT and clk
if CounterReset 1
state <= init;
end if;
PreviousMode <= mode;
case state is

0';

0n);

0r;

(others => '0"'");
=> '0");

)

'l'" then
or mode /=

clk)

PreviousMode then

-— ga eventuelt til denne state hvis der sker et mode-skift...

when init =>
WordCount <= 0;
LastWordCounter <= 0;
PayloadCounter <= 1;
MemCount <= 0;
OutputRamSelect <=
state <= idle;
FifoOutputEnable <=
PacketReady <= '0';
when idle =>
LastWordEdge <= LastWord;
if LastWordEdge '0' and LastWord

0

0r;

ER

LastWordCounter <= LastWordCounter + 1;
elsif LastWordEdge = '0' and LastWord = '
PayloadCounter /= FECSize then

LastWordCounter <= 0;
PayloadCounter <= PayloadCounter + 1;
elsif LastWord 'l' and LastWordCounter
PayloadCounter FECSize then
LastWordCounter <= 0;
PayloadCounter <= 1;
end if;

and LastWordCounter /= PayloadSize then

1 =

and LastWordCounter PayloadSize and

PayloadSize and
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if FifoEmpty = 'l' then

if LastWord = 'l' and LastWordCounter = PayloadSize
and PayloadCounter = FECSize then
state <= initHeader;

else
state <= idle;
end if;
elsif FifoEmpty = 'O' then
if LastWord = 'l1' and LastWordCounter = PayloadSize

and PayloadCounter = FECSize then
state <= initHeader;
else
state <= fetchl;
end if;
end if;
if WordCount = mode then
WordCount <= 0;
end if;

when fetchl =>
state <= fetch2;

when fetch2 =>
FECRamReB <= 'l'; -- aktiv hgj eller lav
FECRamAddressB <= conv_std_logic_vector (WordCount, 9);
FifoOutputEnable <= '1';
state <= fetch3;

when fetch3 =>
FifoOutputEnable <= '0';
FECRamReB <= '0'; -- aktiv hegj eller lav
state <= fetchi4;

when fetch4 =>
FECRamWeA <= 'l1'; -- aktiv hgj eller lav
FECRamAddressA <= conv_std_logic_vector (WordCount, 9);
FECRamDataA <= FECRamDataB xor FifoOutputData;
if WordCount >= 5 and WordCount <= 20 then

SequenceNumber (WordCount-5) <= SequenceNumberlBit;

end if;
WordCount <= WordCount + 1;
state <= fetch5;

when fetch5 =>
FECRamWeA <= '0';
state <= idle;

when InitHeader =>
HeaderRamRE <= '1';
HeaderRamAddress <= conv_std_logic_vector (HeaderCounter, 9);
OutputRamSelect <= not OutputRamSelect;
state <= ReadHeader;

when ReadHeader =>
if HeaderCounter = HeaderSize then
HeaderRamRE <= '0';
DPRAMWE <= '0';
state <= writel;
else
HeaderCounter <= HeaderCounter + 1;
state <= WriteHeader;
HeaderRamAddress <= conv_std_logic_vector (HeaderCounter, 9);
end if;
when WriteHeader =>
DPRAMAddress <= OutputRamSelect & conv_std_logic_vector (HeaderCounter,9);
DPRAMData <= HeaderRamData;
DPRAMWE <= '1"';
state <= ReadHeader;
when writel =>
FECRamReB <= 'l'; —-- aktiv hgj eller lav
FECRamAddressB <= conv_std_logic_vector ((PayloadCounter * mode) + WordCount, 9);
state <= write2;
when write2 =>
if WordCount = mode then
PayloadCounter <= PayloadCounter + 1;
WordCount <= 0;
if PayloadCounter = PayloadSize then
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FECRamReB <= '0';
DPRAMWE <= '0';
PayloadCounter <= 1;
PacketReady <= '1';
state <= idle;
end if;
else

FECRamAddressB <= conv_std_logic_vector ((PayloadCounter * mode)

WordCount <= WordCount + 1;
state <= write3;

end if;

when write3 =>
--write data to output ram
DPRAMAddress <= OutputRamSelect &
conv_std_logic_vector (HeaderSize + (PayloadCounter

DPRAMData <= FECRamDataB;

DPRAMWE <= '1"';

state <= write2;

end case;

if PacketReady = 'l'then
PacketReady <= '0';

end if;

end if;

end process ProcessData;

SignalPacketReady : process(clk)
begin
if reset = '1l' then
WaitForIPPacket <= '0';
FECPacketReady <= '0';
tmpSequenceNumber <= (others => '0'");
elsif clk'EVENT and clk = 'l' then

if PacketReady = 'l' then
WaitForIPPacket <= '1"';
tmpSequenceNumber <= SequenceNumber;
elsif WaitForIPPacket = 'l' and WordCount > 18

and (SequenceNumber - tmpSequenceNumber) > 10 then
FECPacketReady <= '1';

WaitForIPPacket <= '0';
else
FECPacketReady <= '0';
end if;
end if;

end process SignalPacketReady;

end behavioral;
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5.1.3 Counter

Kok kkkkhkkkhkkhkhhkhhkhkhkhkhkhhkkhkhhkhhkhkhkkhkkhkhkhkhkhkhhkhkhkkhkkhkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkk Kk k k%

-— * Scientific Atlanta Denmark A/S

Kok kkkkkkkkkhkhhkkhkkhkkhkkkkhkkhkkkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkkk kk * k%

-- * Project : HD Encoder D9054

Used in : FEC

Made by Maria Baltzer, Technical University of Denmark for Scientific Atlanta Denmark

*
*
*
-— * Description : TS packet counter for the FEC system
*
*
AR SRS S S S S S S S S S S SER SRS E SRR SR EEEEEEEEEEEEEEEEEEEEEEEEEEEESEEEEESESESES

Library IEEE;

Use IEEE.STD_Logic_1164.all;

Use IEEE.std_logic_arith.all;
use IEEE.std_logic_unsigned.all;

Entity FECLastWordCounter is

port
(
reset : in std_logic;
clk : in std_logic;
TsMode : in std_logic; -- 0 = 188, 1 = 204 TS packets
DataReadyFromFifo : in std_logic;
FifoOutputEnable : in std_logic;
CounterReset : out std_logic;
LastWord : out std_logic

)i
end FECLastWordCounter;

architecture behavioral of FECLastWordCounter is

signal mode, LastWordCount : integer range 1 to 51;
signal DataReadyFromFifoOld : std_logic;

begin
mode <= 51 when TsMode = 'l' else 47;

count : process(clk, TsMode, DataReadyFromFifo, FifoOutputEnable, reset)
begin
if reset = '1l' then
CounterReset <= '0';
LastWord <= '0"';
LastWordCount <= 1;
DataReadyFromFifoOld <= '0';

elsif clk'EVENT and clk = 'l' then
if FifoOutputEnable = '1' then
if DataReadyFromFifoOld = '0O' and DataReadyFromFifo = '1'

and LastWordCount /= mode then
LastWord <= '0';
LastWordCount <= 1;
CounterReset <= '1';
elsif LastWordCount = mode then
LastWord <= '1';
LastWordCount <= 1;
CounterReset <= '0';
else
LastWord <= '0"';
LastWordCount <= LastWordCount + 1;
CounterReset <= '0';

end if;

if DataReadyFromFifo = '0' then
DataReadyFromFifoOld <= '0';

else
DataReadyFromFifoOld <= '1"';

end if;

else
CounterReset <= '0';
if DataReadyFromFifo = '0' then

DataReadyFromFifoOld <= '0';
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else
DataReadyFromFifoOld <= '1';
end if;

end if;
end if;

end process count;

end behavioral;

SCIENTIFIC-ATLANTA
CONFIDENTIAL
-40 of 70 -



FEC on IP-output for video encoder SCientifiC
Maria Baltzer Pedersen Atlanta

A CISCO COMPANY

5.1.4 Supervising entity

Kok kkkkhkkkhkkkhhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkhhkhkhkhkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkkk Kk k Kk k%

-— * Scientific Atlanta Denmark A/S

Kok kkkkkkkkkhkhhkkhkkhkkhkkkkhkkhkkkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkkk kk * k%

-- * Project : HD Encoder D9054

Used in : FEC

Made by Maria Baltzer, Technical University of Denmark for Scientific Atlanta Denmark

*
*
*
—— * Description : Supervising of the output memory in the FEC system
*
*
AR SRS S S S S S S S S S S SEE SRS ESE SRR SR EEEEEEEEEEEEEEEEEEEEEEEEEEEESEEEEESESESES

Library IEEE;

Use IEEE.STD_Logic_1164.all;

Use IEEE.std_logic_arith.all;
use IEEE.std_logic_unsigned.all;

Entity FECPacketSupervising is

port
(
reset : in std_logic;
clk : in  std_logic;
FECPacketReady : in std_logic;
DPRAMSelect : in  std_logic;
BufferOverflow : out std_logic;
MemReady : out std_logic; —-- naste pakke er klar i ram'en
MemSelect : out std_logic;
DSRCMemServiced: in std_logic; —--flag der forteller at bufferen er serviceret.
DSRCMemSelect : in  std_logic

)i
end FECPacketSupervising;

architecture behavioral of FECPacketSupervising is
signal bufferl, buffer2 : std_logic;
begin

MemSelect <= DPRAMSelect;
MemReady <= FECPacketReady;

Supervising : process(clk, reset)
begin
if reset = 'l' then
BufferOverflow <= '0';
bufferl <= '0';
buffer2 <= '0';
elsif clk'EVENT and clk = 'l' then
if FECPacketReady = 'l' then
if DPRAMSelect = '0' and bufferl = 'l' then
BufferOverflow <= '1';
elsif DPRAMSelect = 'l' and buffer2 = 'l' then
BufferOverflow <= '1';
else
BufferOverflow <= '0';
end if;

elsif DSRCMemServiced = 'l' then
if DSRCMemSelect = 'O' then
bufferl <= '0';
elsif DSRCMemSelect = 'l' then
buffer2 <= '0';
end if;

end if;
end if;
end process Supervising;

end behavioral;
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5.1.5 FIFO enable signalling

Kok kkkkkkkhkkhkhhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkhkhkhkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkkk Kk k * k%

-- * Scientific Atlanta Denmark A/S

Kok kkkkkkkkkhkhhkkhkkhkkhkkkkhkkhkkkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkkk kk * k%

-- * Project : HD Encoder D9054

Used in : FEC

Made by Maria Baltzer, Technical University of Denmark for Scientific Atlanta Denmark
LR RS RS RS S SRS ESESESESESESESESESESESESESESESESESEEESESESESESESESESESESESESESESESESESESESE]

*
*
*
—— * Description : FIFO enable signalling for the input fifo of the FEC system
*
*
*

Library IEEE;

Use IEEE.STD_Logic_1164.all;

Use IEEE.std_logic_arith.all;
use IEEE.std_logic_unsigned.all;

Entity FECInFifoInputEnable is

port

(
reset : in std_logic;
clk : in  std_logic;
DataReady : in  std_logic;
BufferSelect : in std_logic_vector (3 downto 0);
SequenceNumberlébit : in std_logic_vector (15 downto 0);
DataValid : in  std_logic;
Grant : in  std_logic;
SequenceNumberOutbit : out std_logic;
FifoInputEnable : out std_logic

)i
end FECInFifoInputEnable;

architecture behavioral of FECInFifoInputEnable is

constant channel : std_logic_vector (3 downto 0) := "0111"; -- channel 7
type state_t is (one, two, three);

signal state : state_t;

signal WaitForDataValid : std_logic;

signal GrantFlag : std_logic;

signal SequenceNumber : std_logic_vector (15 downto 0);

signal k : integer range 0 to 15;

signal i : integer range 0 to 60;

begin
FifoInputEnable <= DataValid when Grant = 'l' and WaitForDataValid = 'l' else '0';

InFifoInputEnableInput : process(clk, reset)
begin
if reset = '1' then
SequenceNumberOutbit <= '0';
GrantFlag <= '0';
state <= one;
WaitForDatavalid <= '0';

SequenceNumber <= (others => '0');
k <= 0;
i <= 0;

elsif clk'EVENT and clk = 'l' then

case state is
when one =>

if DataReady = 'l' then
state <= two;

else
state <= one;

end if;

when two =>
if BufferSelect = channel then
WaitForDataValid <= '1';
state <= three;
else
state <= one;
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end if;
when three =>
if Grant = '1l' then
GrantFlag <= 'l1';
end if;
if GrantFlag = 'l' and Grant = '0' then

GrantFlag <= '0';
WaitForDataValid <= '0';
state <= one;

else
state <= three;

end if;

end case;
if Grant = '1' then
if 1 = 59 then
i<=1;
elsif i <= 3 then
SequenceNumber <= SequenceNumberl6bit;
SequenceNumberOutbit <= '0';
k <= 0;
i <=1+ 1;
elsif i > 3 and 1 < 20 then
if k = 15 then

k <= 0;
else

k <=k + 1;
end if;

SequenceNumberOutbit <= SequenceNumber (k) ;
i<=1+ 1;

else
SequenceNumberOutbit <= '0';

i <=1+ 1;
end if;
elsif Grant = '0' then
i <= 0;
end if;
end if;
end process InFifoInputEnableInput;

end behavioral;
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5.1.6 Test Bench

Kok kkkkhkkkhkkhkhhkhhkhkhkhkhkhhkkhkhhkhhkhkhkkhkkhkhkhkhkhkhhkhkhkkhkkhkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkk Kk k k%

-— * Scientific Atlanta Denmark A/S

Kok kkkkkkhhkhkhkhhkhkhkhkhkhkhkhhkkhkhhkhhkhhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkhkkkkkkkk * k%

-- * Project : HD Encoder D9054

Used in : FEC

Made by Maria Baltzer, Technical University of Denmark for Scientific Atlanta Denmark

*
*
*
-— * Description : Test bench for FEC system
*
*
AR SRS S S S S S S S S S S SER SRS E SRR SR EEEEEEEEEEEEEEEEEEEEEEEEEEEESEEEEESESESES

Library IEEE;

Use IEEE.STD_Logic_1164.all;
Use IEEE.std_logic_arith.all;
use IEEE.std_logic_unsigned.all;

entity TB_FECTOP is
end TB_FECTOP;

architecture BEH of TB_FECTOP is

component FECTOP

port (RESET : in std_logic ;
CLK : in std_logic ;
CLK_EXT : in std_logic ;
TSMODE : in std_logic ;
DSRC_MEM_SERVICED : in std_logic ;
DSRC_MEM_SELECT : in std_logic ;
DATAREADY : in std_logic ;
BUFFERSELECT : in std_logic_vector ( 3 downto 0 );
SEQUENCE_NUMBER : in std_logic_vector ( 15 downto 0 );
DATAVALID : in std_logic ;
GRANT : in std_logic ;
BUFFEROVERFLOW : out std_logic ;
MEMREADY : out std_logic ;
MEMSELECT : out std_logic ;
PCI_DPRAM_ADDR : in std_logic_vector ( 9 downto 0 );
PCI_DPRAM_DIN : in std_logic_vector ( 31 downto 0 );
PCI_DPRAM_DOUT : out std_logic_vector ( 31 downto 0 );
PCI_DPRAM_EN : in std_logic ;
PCI_DPRAM_WE : in std_logic ;
PCI_HEADER_ADDR : in std_logic_vector ( 8 downto 0 );
PCI_HEADER_DIN : in std_logic_vector ( 31 downto 0 );
PCI_HEADER_DOUT : out std_logic_vector ( 31 downto 0 );
PCI_HEADER_EN : in std_logic ;
PCI_HEADER_WE : in std_logic ;
FIFODATAIN : in std_logic_vector ( 31 downto 0 );
FIFOFULL : out std_logic );

end component;

constant PERIOD : time := 13.47 ns; —--74.25 MHz Clock

signal RESET : std_logic ;

signal CLK : std_logic := '0';

signal CLK_EXT : std_logic := '0';

signal TSMODE : std_logic ;

signal DSRC_MEM_SERVICED : std_logic ;

signal DSRC_MEM_SELECT : std_logic ;

signal DATAREADY : std_logic ;

signal BUFFERSELECT : std_logic_vector ( 3 downto 0 );

signal SEQUENCE_NUMBER : std_logic_vector ( 15 downto 0 );

signal DATAVALID : std_logic ;

signal GRANT : std_logic ;

signal BUFFEROVERFLOW : std_logic ;

signal MEMREADY : std_logic ;

signal MEMSELECT : std_logic ;

signal PCI_DPRAM_ADDR : std_logic_vector ( 9 downto 0 );

signal PCI_DPRAM_DIN : std_logic_vector ( 31 downto 0 );

signal PCI_DPRAM_DOUT : std_logic_vector ( 31 downto 0 );
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signal
signal
signal
signal
signal
signal
signal
signal
signal

PCI_DPRAM_EN
PCI_DPRAM_WE
PCI_HEADER_ADDR
PCI_HEADER_DIN
PCI_HEADER_DOUT
PCI_HEADER_EN
PCI_HEADER_WE
FIFODATAIN
FIFOFULL

signal memselectTmp

begin
DUT FECTOP
port map (RESET
CLK

CLK_EXT
TSMODE

DSRC_MEM_SERVICED

DSRC_MEM_SELECT
DATAREADY
BUFFERSELECT
SEQUENCE_NUMBER
DATAVALID

GRANT
BUFFEROVERFLOW
MEMREADY
MEMSELECT
PCI_DPRAM_ADDR
PCI_DPRAM_DIN
PCI_DPRAM_DOUT
PCI_DPRAM_EN
PCI_DPRAM_WE
PCI_HEADER_ADDR
PCI_HEADER_DIN
PCI_HEADER_DOUT
PCI_HEADER_EN
PCI_HEADER_WE
FIFODATAIN
FIFOFULL

std_logic ;
std_logic ;
std_logic_vector (
std_logic_vector (
std_logic_vector (
std_logic ;
std_logic ;
std_logic_vector (
std_logic ;

8 downto 0 );
31 downto 0 );
31 downto 0 );

31 downto 0 );

std_logic;

=> RESET,
=> CLK,

=> CLK_EXT,

=> TSMODE,

=> DSRC_MEM_SERVICED,
=> DSRC_MEM_SELECT,
=> DATAREADY,

=> BUFFERSELECT,

=> SEQUENCE_NUMBER,
=> DATAVALID,

=> GRANT,

=> BUFFEROVERFLOW,
=> MEMREADY,

=> MEMSELECT,

=> PCI_DPRAM_ADDR,
=> PCI_DPRAM DIN,
=> PCI_DPRAM_DOUT,
=> PCI_DPRAM_EN,

=> PCI_DPRAM_WE,

=> PCI_HEADER_ADDR,
=> PCI_HEADER_DIN,
=> PCI_HEADER_DOUT,
=> PCI_HEADER_EN,
=> PCI_HEADER_WE,
=> FIFODATAIN,

=> FIFOFULL) ;

CLK <= not CLK after PERIOD/2;
CLK_EXT <= not CLK_EXT after PERIOD/2;

FifoSide
begin
wait until RESET =

process
0';

wait for 3*PERIOD;

for h in 34952 to 100000 loop

for i in 0 to 6 loop

DATAREADY <= '0";
GRANT <= '0";
DATAVALID <= '0";
wait until CLK = '1"';
DATAREADY <= '1l"';
FIFODATAIN <= conv_std_logic_vector (2, 32);
BUFFERSELECT <= "Q01l11";
wait for 3*PERIOD;
GRANT <= '1";
DATAVALID <= '1l"';
SEQUENCE_NUMBER <= conv_std_logic_vector (h, 16);
for j in 3 to 48 loop
wait until CLK = '1';
FIFODATAIN <= conv_std_logic_vector(j, 32);
if j = 4 then
DATAREADY <= '0';
end if;
end loop;
wait for PERIOD;
DATAVALID <= '0";
GRANT <= '0"
wait for 930*PERIOD;
end loop;
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end loop;
end process FifoSide;

DPRAMSide : process
begin

wait until MEMREADY = '1';
memselectTmp <= MEMSELECT;

wait for 5000 ns;

wait until CLK = '1';
DSRC_MEM_SERVICED <= '1l"';
DSRC_MEM_SELECT <= memselectTmp;
wait until CLK = '1';
DSRC_MEM_SERVICED <= '0";

end process DPRAMSide;

DPRAM : process

begin

wait until MEMREADY = '1';

for i in 0 to 343 loop
wait until CLK = '1"';
PCI_DPRAM_ADDR <= MEMSELECT & conv_std_logic_vector (i,
PCI_DPRAM_DIN <= (others => '0");
PCI_DPRAM_EN <= '1';
PCI_DPRAM_WE <= '0';

end loop;

end process DPRAM;

STIMULI : process
begin
——Reset
RESET <= '1', '0' after 2*PERIOD;

—-—- TSMode = 0 - 188 bytes
TSMODE <= '0';
wait;

end process STIMULI;

end BEH;

configuration CFG_TB_FECTOP of TB_FECTOP is
for BEH
end for;

end CFG_TB_FECTOP;
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6 Appendix

Dual port block
Core Generator

memory datasheet from

Q_XILINX' pogic'

Dual-Port Block Memory v5.0

5235 (V1) Novembear 1, 2002

Product Specification

Features

+  Drop-in module for Virtex™  Virtex-E, Virtex-11, Virtex-|
Pr™, Spartan™-||, Spartar-lIE, and Spartan-3
FPGAs

+  Supports all three Virtex-|l write mode options:
Read-After-Write, Read-Before-Write, and
MNo-Read-On-Write {Available only for Virtex-1l and
Spartan-3 implemeantation)

+  Supports ROM and RAM functions

+  Supports data widths from 1 to 256 bits

+  Supports memory depths from 2 to 1M words
depending on architecturs selactad

+  Supports ROM functions, enabling simultaneous read
operations from the same location

+  Supports RAM functions, enabling simultanecus write
operations to separate locations and simultaneous
read operations from the same location

+  The ports are completely independent of each other

+  Supports asymmeatric A and B port configurations

+  Supports coms designad forarea optimization or using
a single SelectRAM+ or SelactRAM-II primitive

+  Supports differant pin polarities for control signals:
clock, enable, write enable and cutput initialization pins

+ Incorporates Xilinx Smart-IP™ technology for uimost
parameterization and optimum implementation

+  Ayailable in the Xilinx CORE Generator™ System v5.1i
and later

ADDAAIND]
DIMAm:1]
WEA

ENA DOUTA[mA —
SIMTA AFDIA, [
DA AOYA f—
CLKA

C
ADDAB(N:0]

DiNE{m-il]|

wER

EnE
SIMTE AFDE f——

DOUTE{A0) j—

NOB DY e
CLkE

Figure 1: Core Schematic Symbol

Functional Description

The Dual-Port Block Mamary moduls for Spartan-ll and Vir-
tex iz composed of single or multiple 4Kb blocks called
Salect-HAM+™. The Dual-Port Block Mamory module for
Virtex-1l and Spartan-3, on the other hand, is composed of
single or multiple Virtex-ll 18Kb blocks |SelectRAM-II™)
enabling deeper andior wider memory implementations.
Both the SelectRAM+ and SelectRAM-Il memories are Trus
Dual-Port™ RAM, offering fast, discrete, and large Hocks of
mamaory in the Spartan-11 and Virtex device families. Since
Spartan-l and Vitex both use the 4Kb SeletectRAM+
blocks, any particular reference to a Virtex implementation
also applies to a Spartan-11, Virtex-E, Virtex-1l Pro, or Spar-
tan-lE implementation.

A memory module has wo independant ports that enable
shared access to a single memory space and which ars
gensrated based on user-defined width and depth. Both
ports are funciionally identical, with each port providing
read and write accass to the memory. Simultansous reads
from the same memory location may occur, but all other
simultaneous, reading-from, and writing-to the sarme meam-
ary location will result in correct data being written into the
mearmory, but invalid data being read.

The memory's Port A and Part B are configurad to support
user-defined data input and address widths. When both
ports are disabled (ENA and ENB inactive) the memory
contents and output ports remain unattersd. Whan either

€ 2002 Xiinx, Inc. Al rights reserved, A1 Xilnatradamarks, rogiztored tradsmarks, patonts, and further dis<laimars ars as lisked at hitp Farm, xilime com/legaliim, All cther
tradsmarks and registered frademarks are the property of thar recpectiv cvners. Al specificalicns are subjsct ba changs withaut notica.

NOTICE OF DISCLAIMER: Xilirw iz providing this dasign, cede, or inlormation “asiz.* By
application, or standard, Xilre makes no reprasentation that thiz implementation iz free
recuira for your implema tatian. X exprazsly dizclaims ary warmnty whatscear with
of repraz< alations that this implemertaticn i from chime of infringement and ary i

providingtha dosign,cada, c inkamation s cna possile plamertatiancl h feshurs,
M Al

ryy claimz of infringemant. You are raspensitle for chtaining ary rights you may

tiothe adequacy of the implomentation, including but notlimite d to arywarmntics
m;ia-d

warrartis = of marchartabiity or firess for 4 particdar purpese.
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port is enabled (ENA or EMB asserted) all memary opera-
tions acour an the active adge ofthe clock input.

Curing a write operation (WEA or WEB asserted), the data

edge of the clock. Performing the mamaory operation on the
falling edge of the clock will not use any extra resources.

Talle 1: Core Signal Pinout

presanted at the port's data input i stored in remory at the — —
location selectad by the port's address input. During this Name D D P
operation, the data output port behaves diferantly for the DIM[AIB]=n:0=> Input Data Input: data 1o be
Spartan-1l'Virtex and Virtex-ll architactures, {Optional) writtan into memory via
The data output port of the Virtex-11'Spartan-3 implementa- Port [AIB].

tion is dependent on a chosen “write mode” option. Three ADDR[AIE]<mr:0> Input Address: the memory
“write mode” options are supported by the Virtex-ll and ) locatian 11-0 which data
Spartan-3 architectures. Each of these opions determines y .

tha behayi fh ding data output port wh will be written or reac

i behavior of the corraspanding data output port when a via Port [AIE].
write oparation oceurs.

The Spartan-llVirtex implementation, on the other hand, WE[AE] InpLit :r':; Eu;:gl;: :]?:xm
supports a single “write mode™ option: Read-After-Write. (Optional) trgnsfer ofin L:I data
This “write mode" causes the data being written to the . pu =
addressed memory location to be transferrad to the data into memory via Port
output port when a write operation oceurs. [AIE].
During a read operation, the memory contents at the loca- EN[AIB] Input Enable: control signal
tion selected by the address will appearatthe module's out- | {Optional) usedtoenable memary
put. When Synchronous Infalization (SINITA or — SINITE) accesses via read and
iz active, the module's registared outputs are synchronously wite operations from
reset to zero for Spartan-llVirtex and to a userdefined Port [AIB].
;ﬁlue forﬁ\grtex—l I.hThe S\,rnchr;n;us Initialization gommand SINIT[AIE] Input Synchroneus
1as no effact on the contents & mamory or wiite opara- (Optional] Initialization: contral
tions. signal used to force the
The enable, wiite enable, and synchronous initialization can madule's outputs to a
also be epecified as active high or active low. predefined state.
For additional information on the Spartan-11, Virtex, Virtex-l1, CLE[AIB] Input Clock: clock input, all
and Spartan-3 BlockRAM, referto the respective Spartan-f, Memory access is
Virtex, Virtex-ll or Spartan-3 Databook, available at the synchronous with the
we baita: clock input.
hittp:arw xilinyg. comypartinfa'databook. him.

ND[AIE] Input Mew Data Port A:

H Optional indicates thatthers is a
Pinout ©p I new and valid addrass
Port names for the core module are shown in Figure 1 and on Port ADDR[AIB]
defined in Table 1. The inclusion of some ports on the mod- {Active High).
ule is optional; exclusion of these ports will alter the function
of the module. The optional ports are markad in Table 1 and DOUT[AIB]<n:0= Output | Data Output:
describad in more detail below. (Optional) synchronous output of

Mamaory.
Clock - CLK[AIB] RFD[AIR] Output | Ready for Data:
Each port is fully synchronous with independent clock pins. (Optional) indicates that the
All port input pine have setup time referenced to the active mamary is ready to
edge of their comesponding CLK pin. The data bus has a accept new data
clock-to-out time referanced to the CLK pin. {Active High).
By default, the block memory operates synchronously to the N
riging edge of the dock. Usars, however, have the option to HDYTAIB] Output Ogtwt; le'.?'d ta
riorm all memory operationz on the riging or the falling (Optional) incleatas valc fat on
Pl port DOUT [AIB]
{Active High).
2 WX I Com D5235 (v.1) November 1, 2002
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Enable - EN[AIB]

The enable pin affects the read, writs, and SINIT functional-
ity of the port. Ports with an inactive enable pin keap the out-
put pins in the previous state and do not write data to the
memary locations.,

By default, the enable pin is active high. Users, howevar,
have the opfion to configure the enable pin active high or
active low. Configuring the enable pin active low will not use
axtra resources.

Write Enable - WE[AIE]

Activating the write enable pin allows the port to write to the
memory locations. When active, the contents of the DIN bus
is writtan to memory at the address pointad to by the ADDR
bus. The output latches are loaded or not loaded acconding
to the write configuration (write first, read first, no change).
When inactive, a read operation occurs, and the contants of
the memory locations referanced by the acddress bus reflact
on the DOUT bus, regardless of the write mode selected.

By default, the write enable pin is active high. Users, how-
evar, have the option to configure the write enable pin active
high or active low. Configuring the wiits anable pin active
lows will not use extra resources.

Synchroncus Initialization - SINIT[AIB]

The SINIT pin forces the data output ports to a SINIT value.
For the Spartan-IlVirtex implementation, the SINIT value is
zaro, and for the Virtex-ll implemantation the SINIT value is
user-defined. The data output ports are each synchronously
assarted to their respective SINIT value. This operation
does not affect memory locations and does not disturh writs
operations on the other port. [fthe core is configured with an
enable pin, the SINIT function i active only when the
enable port is active.

By default the SINIT pin is active high. Usars, howevar, have
the option to configure the SINIT pin active high or active
low. Configuring the write enable pin active low will not use
extra resources.

Address Bus - ADDR[AIB]l<m:0>

The address bus selects the memory location that will be
accessed during a read or write operation.

Data-In Bus - DIN[AIB]<n:0>

The DIN buses provide the new data value to ba writtan into
the memory. Data input and output signals are always bus-
goe; that is, in a 1-bit width configuration, the data input sig-
nal is DIN[O] and the data output signal is DOUT[D].

Data-Out Bus - DOUT[AIB]<n:0>

The DOUT buses reflect the contents of memary locations
referanced by the address bus during a read operation.

During a write operation of a Spartan-IlVitex memory
{write first configuration), the DOUT buses reflect the DIN
buses,

During a write operation of a Virtex-1I/Spartan-2 memory
(write first or read first configuration), the DOUT buses
reflact eithar tha DIM buses or the stored valus befors writa.
During a write operation of a Virtex-11'Spartan-3 mamary in
no change mods, DOUT buses are not affectad.

New Data - ND[AIB]

WD indicates that thers is a new and valid address on
ADDRI[AIB] port. It affects only the RDY port.

Ready for Data - RFD[AIE]

RFD indicates that the memory is ready to accept new data.
RFO[AIE] is always trug, except when EN[AIB] is inactive,

Output Ready (valid) - ROY[AIB]

Indicates valid output on port DOUT[AIB] relative to whan
MND iz asserted. ROY[AIR] will lag ND[AIB] by the latency of
the block memaory.

CORE Generator Parameters

The parameters in the main parameterization window are
as follows:

=  Component Name: Enter a name for the output files
generated for this module {up to 256 charactars).
+  Memory Size - Port A:

- Width A: Seloct the data bit width. The width can
be between 1 and 255,

- Depth A: Selsct the number of words in memory.
The value range is 2 to 1,048,576 (1M) depanding
on the architecture sslected. Available depths will
vary depending on the width enterad for Port A; the
absolute maximum number of words is 256K for
the Spartan-Il*Virtex architecture and 1M for the
Virtex-Il/Spartan-3  architecture. Be aware that
cores should not exceed the number of Block RAM
primitives in the targeted device.

+  Memory Size - Port B:

- Width B: Selact the data bit width. Available widths
will vary depending on the width entered for port A
For the Spartan-Il/Virtex architecture, the available
widths could be 1, 2, 4, 8 and 16 times larger than
the width entered for port A. The available widths
for the Virtex-ll architecture could be 1, 2, 4, 8,16
and 32 times larger than the width entered for port
Al

- Depth B: Reports the depth of Port B. This valus is
calculated such that Port A and Port B have the
same memory size. For the Spartan-l/MVirtex
architecturs, the depth could be 1, 2, 4, 8 and 16
timaz smaller than the depth entarad for port A

DE5235 (w0.1) November 1, 2002
Product Specification
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The depth for the Virtex-Il architsctura could be 1,
2, 4, 816 and 32 times smaller than the dapth
enterad for port A. The minimum depth for Port B is
2

active clock edge immediately following the
asgerion of the WEA input.

MNo-Read-on-Write: (Virtex-Il'Spartan-3 Only)

A read operation is not performed when WEA is
asgerted. The DOUTA port will contain the con-

+ Port A Options:
- Configuration:
- Read and Write: Configures Port A to have DINA

tents of the last read memory location.
= Port B Options:

and DOUTA ports allowing read and writs access -

to the memaory.

Write Only: Configures Port A to have a DINA
port enabling this port to be used only for write
actass. Nots that only one port can be config-
ured to be Write Only.

Read Only: Configures Port A to have a DOUTA
port enabling this port to be used for read only
ACTESS.

Write Mode: Select one for Virtex-1l architectura.
The default  i=  Read-After-Write. The

Configuration:

« Read and Write: Configuras Port B to have DINB
and DOUTE ports allowing read and write access
to the mamory.

Write Only: Configures Port B to have a DINB
port enabling this port to be used only for writs
accass. Mote that only one port can be config-
ured o be Write Only.

Read Only: Configures Port B to have a DOUTE
port enabling this port to be usad only for read
Access.

Spartan-l'Virtex  architecture  supports  only Writg Mode: Select ona far \ﬁrtex—ll.-'Smrtan-S

Read-After-Writa. architecture. The default is Read-After-Write. The

. Read-after-Write:  (Virtex-Il'Spartan3,  Vir Spartan-llVirtex  architecture  supports  only
tex/Spartan-I1) Read-Aftar-Writa.

{1} Mo Inputs or Qutputs Registerad: The input
data is transferred onto the DOUTA port on the
active clock edge immediately following the
asserion ofthe WEA input.

12} With Inputs Registered Only: The input data is
transferred onto the DOUTA port on the second
active clock edge immediately following the
asserion ofthe WEA input.

13) With Outputs Registered Only: The input data
is ransferrad onto the DOUTA port on the second
active clock edge immediately following the
asserion ofthe WEA input.

{4)With Inputs and Outputs Registered: The input
data is transferred onto the DOUTA port on the
third active clock edge immediataly following the
asserion ofthe WEA input.

Read-before-Write: (Virtex-I'Spartan-3 Cnly)

1) Mo Inputs or Outputs Registerad: The cumant
data in the addressad memory location is trans-
farrad onto the DOUTA port on the active clock
adge immediately following the assertion of the
WEA input.

2) With Inputs Registered Only: The current data
in the addressad memaory location is transferrad
anto the DOUTA port on the second active clock
adge immediately following the assertion of the
WEA input.

{3) With Outputs Registered Only: The cument
data in the addressad memory location is trans-
farred onto the DOUTA port on the second active
clock edge immediately following the assertion of
the WEA input.

(4jWith Inputs and Outputs Registerad: The cur-
rent data in the addressed memory location is
transferred onto the DOUTA port on the third

Read-after-Writa:

{1) Mo Inputs or Outputs Registerad: The input
data is fransferred onto the DOUTE port on the
active clock edge immediately following the
asserion of the WEB input.

2) With Inputs Registerad Only: The input data is
transfered onto the DOUTE port on the sacond
active clock edge immediately following the
asserion of the WEB input.

{3) With Outputs Registered: The input data is
transfered onto the DOUTE port on the sacond
active clock edge immediately following the
asserion of the WEB input.

{4)With Inputs and Cutputs Registered: The input
data is fransferred onto the DOUTE port on the
third active clock edge immediataly following the
asserion of the WEB input.

Read-before-Write:

1} Mo Inputs or Outputs Registerad: The cumant
data in the addressad memory location is trans-
farred omto the DOUTE port on the active clock
edge immediately following the assartion of the
WER input.

12) With Inputs Registered: The current data in
the addressed memory location is fransferrad
anto the DOUTE port on the second active clock
edge immediately following the assertion of the
WEEB input

13) With Outputs Registerad: The cument data in
the addressed memory location is fansferrad
onto the DOUTE port on the second active clock
edge immediately following the assertion of the
WEB input.

{4)With Inputs and Outputs Registered: The cur-
rent data in the addressed memory location is
transferred onto the DOUTE port on the third

W IInX . com.
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active clock edge immediately following the
asgertion of the WEB input.

No-Read-on-Write:

A read operation is not performead when WEB is
asgerted. The DOUTE port will contain the con-
tents of the last read memory location.

When the next button is clicked, the second parametariza-
tion window is displayed. The parameters are as follows:
+  Port A Design Options:

- Optmnal Pins:

Enable Pin: Chack the box to include the enable
EMA port on the module; uncheck the box to
remaove it.

Handshaking Pins: Check the box to includes the
following ports; uncheck the box to remaove them.
ND [Mew Data]: Signals a new and valid memary
address whanewver active. This port has no effect
on the memory read and write operations. ND is
wvalid only when RFD is active.

RFD [Ready For Data): Indicates that the mem-
ory can accept new addresses. Atways active
whan the mamory is enablad.

ROY [Dutput is Ready]: Indicates to the user that
the data on the output is valid. RDY will lag ND by
the latency of the module.

Register Options:

Register Inputs: Check this box to register ports
DIN, ADDR, and WE prior to accessing block
memory. Sees Figura 4.

Output Register Options:

Additional Output Pipe Stages: Salect "1" to
enable an additional register on the ocutput of the
memory; select "0 to disable an additional regis-
tar on the output of the memory. See Figurs 4.
SINIT Pin: Check box to add the synchronous
port SINIT to the memory.

- Pin Polarity: The option enables the user to
configura the polarities of the Port A control signals
if the signals exist

Active Clock Edge: Select whather the memary
operation occurs on the rising edge or falling
adge of the clock.
Enable Pin: Select whather the enable pin is
active high or active low.
Write Enable Pin: Select whether the write
anable pin in active high or active low.
Initialization Pin: Selsct whether the inftializa-
fion pin is active high or active low.

When the next button is clicked, the third parameterization

window is digplayed. The parameters are as follows:

+ Port B Design Options:

- Optional Pins:

Enable Pin: Check the box to include the enable
EMBE port on the module; uncheck the box to

Handghaking Ping: Check the box to include the
following ports; unchack the bex to remaove tham.
ND [Mew Data): Signals a new and valid memory
addrass whenever active. This port has no effect
on the memory read and write operations. ND is
wvalid onty when RFD is active.

RFD [Ready For Data]: Indicates that the mem-
ary can accapt new addresses. Always active
when the memory is enablad.

RDY [Qufput is Ready]: Indicates to the user that
the data on the outputisvalid. ROY will lag ND by
the latency of the maodula.

- Register Options:

Register Inputs: Chack this box to register ports
DIM, ADDR, and WE prior to accessing block
meamary: See Figurs 4.

- Oulpul Ragister Options:

Additional Output Pipe Stages: Select 1" to
enable an additional register on the output of the
memaory; select "0" to disable an addiional regis-
ter on the output of the memory. See Figurs 4.
SINIT Pin: Check box to add the synchronous
port SINIT to the memory.

- Pin Polarity: The option enables the user to
configure the polarnties of the Port B control signals
if the signals exist.

- Active Clock Edge: Selact whether the mamory
operation oceurs on the rising edge or falling
edge of the clock.

Enable Pin: Select whether the enabla pin is
active high or active low.

Write Enable Pin: Selact whether the wiite
enable pin in active high or active low.
Initialization Pin: Select whether the initialization
pin is active high or active low.

Primitive selection: Chooss whether the core is

optimized for area or created using a single 4kb

SelectRAM+ or 16kb SelectRAM-II block or primitive.

- Select primitive: Choose which block or primitive
is used to create the core.
The primitives for the VirtexVirtex-E/Spartan-|
architacturas ara: 4kx1, 2kx2, 1ke4, 5128 and
256x16.
The primitives for the Virtex-Il architecture are:
16k, k2, 4kxd, 2k, 1kx18, and 512x36.

When the next button is clicked, the fourth parameterization
window is displayed. The parameaters are as follows:

Initial Contents: Enter the parameter fields related to

the data stored in the memory directly after device

configuration. Note that these initial data must conformm

to the chosen Port A parameter fialds.

- Glebal Init Value: Enter the value to be stored in
any memory location not specified by another
means. Whan no values are entered, this field

ramove It defaults to 0. Value must be in Hex. This value
mustbe smaller than Port A's largest word.
DS235 (w0.1) November 1, 2002 /T RATI 5
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Load Init File: Salect this if the initial contents of
the memory are to be raad from a cos fila,

Load File: Press this button to activate a browser
window that lets the user pick a coefficient or cog
file that contains the initial contents of the memory.
This is an ASCI| file with a “.coe” extension. For
further information regarding the memory's initial
contents, rafer to the Spacifying Mamory Contents
=action.

+ Information Panel: Lists the resulting corfiguraton of
the cora.

Address Width A: Displays the number of addmess
bits required for Port A for this configuration.
Address Width B: Displays the number of addmss
bits required for Port B for this configuration.
Blocks Used: Displays the number of BlockRAM
primitives neaded to implement this configuration.
It is recommended to wverify that the mquirad
number of blocks does not exceed those available
in the targeted device.

Port A Read Pipeline Latency: Displays the total
latency of Port A from the peint when a new
address is presented to the memory to when it
becomes a valid output. The total latency will be
increasad by one if the inputs are registerad orif an
additional output register is added. Alatency of 1 is
defined as follows: the read address is read in on
the active edge of the clock and the resulting
output is seen following that same active adge of
the clock.

Port B Read Pipeline Latency: Displays the total
latency of Port B from the peint when a new
address is presented to the memory to when it
becomes a valid output. The total latency will be
increasad by one if the inputs are registerad orif an
additional output register is added. Alatency of 1 is
defined as follows: the read address is read in on
the active edge of the clock and the resulting
output is seen following that same active adge of
the clock.
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- BLOCK MEMORY
o e e
+
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- 1 '
|
oL ! |
| i
!
DINAB[N-0] 4 0 o DIN[N:0] !
EN | 1
p-am e CLK | H
| |
| Noie: Far some
WE <A/B: -0 ' WE ! memory.
EN ! | # uisileney i requineed
pi=tolk | | i i
! ] | | h
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e EN WUTW:D] E
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Figuwe 2: DualdPort Memory Block Diagram
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Operating Modes

The Virtex-ll/'Spartan-3 block SelectRAM-Il can maximize
the ufilization of the True DuakPort mamary at each clock
edge by supporting three diffarent writs modas. Each port's
write  mode is  independently configurable.  The
Read-Before-Write mode offers the flexibility of using the
data output bus during a write operation on the same port.
Output port behavior is detarmined by the configuration.
This choice increases the effective bandwidth of the Block
Mamory. Note that the Spartan-llVirtex SelectRAM+ sup-
ports only the Read-Aftar-Writs mode.

Read Operations

Read operations are synchronous to the rising edge of the
clock. The data in the memory location selected by the
address appears on the DOUT port after the active edge of
the clock.

Write Operations

Write operations are synchronous to the active edge of the
clock. The data on the DIN port is written into the memory
location selected by the address on the active edge of the
clock whan WE is active. The usar can configure the mem-
ory in one of three ways to determine the behavior of the
COUT port during a write cycle. Each porfs write mode is
independently configurable. MNote that the following timing
diagrams and descriptions of the write modes assume that
the memory has been configured without input registaring
and additional output registers.

Write First or Read-After-Write Mode

In Write-First mode, data input is loaded simultanaously
with a write operation on the DOUT port. As shown in
Figura 3, the data input is stored in memaory and mimared on
the output.

Read First or Read-Before-Write Mode

In Read-First mode, data previously stored at the wiite
address appears on the DOUT port. Data input is stored in
memory and the prior contents of that location is driven on
the output, during the same clock cycle (shown in Figure 4).

Clkm
e AT TN

[ [EETH 4 [T 4 N FETE)
ammn T CES SRS SR 4 ]
CL T N T S ]
™
oEASLED | READ ware wnTE rEaD
W 1) | eIz

Figura 3: Write First Mode Waveform

2] by b K
o X T ) -
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i i om

Figure 4: Read First Mode Waveform

No Change or No Read-on-Write Mode

In Me-Read-on-Write mode, the DOUT port remains
unchangad during a write operation. As shown in Figurs 5,
data output is still the last read data and is unaffactad by a
write opemtion on the same port Mode configuration is
static. Ona of thess three modes is set individually for each
port by an attribute. The dafault mode is writs firat.

woon - 3 CEED 4 "
L R

msaaes| Ao e whTE
MM 191 | MEMICEmEIZE

Figure 5: No-Read-on-Write Mode Waveform

Conflict Resolution

The Spartan-l/Virtsx and Virtex-IVSpartan-2 block memaory
is Trus Dual-Port RAM that allows both ports to simulta-
neausly access the sams mamary lecation. When one port
writes to a given memary location, the other port must not
address that memory location (for a writedread) within the
clockto<clock setup window. Mote that conflicts do not
cause any physical damage to BlockRAM cells. For more
information on conflict resclution, referto the Spartan-il, Vir-
tex, Virtex-lFSpartan-2 Databook available at the website:
hitpedeww xiline, comdpartinfbydatabook. hitm.

Specifying Memory Contents

The initial memory contents can be assigned by specifying
the desired information in a separate text file called a coe
file. To select and load a coe fle, press the "Load Init Val-
ues.." button on the parameterization window and choose
the dasired fila from the dialog box. An example of a coe file
for a3 by 16 HAM is shown in Figure 6.

memory_intialization_radix=16;
memaory_initialization_vector=123, 456, aaaa;

Figure &: Example GOE file for Dual-Part Block RAM version 3
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When specifying the initial contents for a memory in a coe
fila, the keywords MEMORY_INITIALZATION_RADIX and
MEMORY_INITIALIZATION_VECTOR can be used. The
MEMORY_INITIALIZATION_VECTOR takes the form of a
saquence of comma-separatad values, ona valug per mem-
ory location, terminated by a semicolon. Any amount of
white space, including new lines, can be included in the vec-
tor to enhance readability. The format of an individual valus
in the vactor will depend an the
MEMORY_INITIALIZATION_RADIX valus, which can be 2,
10, or 16 (the default value is 10). The vactor must ba con-
sistent with the MEMORY_INITIALIZATION_RADIX valus
and must fall within the range of 0 to 2ww woH . Values
must not be negative.

If the initial contents for a memaory is specified by a coe fils,
the initial values will be embeddad in the EDIF natlist that is
needad for implementation. To support HOL simulations,
MIF files containing the initialization valuss are generatad.
Thesa files must be copied to the active simulation directory
for a successful simulation of a core.

Parameter Values in the XCO File

Mames of the XCO parameters and their parameter values
are identical to the names and values shown in the GUI,
except that underscore chamcters () are used instead of
spaces. The text in an XCO file is case insensitive.

Table 2 and Table 2 show the XCO file parameters and vak
ues, and summarizes the GUI defaults. The following is an
example of the CSET parameters in an XCO file:

CSET component_name = abel 23

CSET width_a =16

CSET width_b =16

CSET depth_a = 256

CSET depth_b = 256

CSET configuration_port_a = read_and_write
CSET configuration_port_b = read_only
CSET write_mode_port_a = read_before_writ
CSET write_mode_port_b = read_only

CSET global_init_valus = 456a

CSET load_init_file = trua

CSET coafficient_fils = example.cog

CSET port_a_enable_pin = false

CSET pori_b_enable_pin = true

CSET port_a_handshaking_pins =true

CSET port_b_bhandshaking_pins =false
CSET port_a_register_inputs =true

CSET port_b_register_inputs =false

CSET port_a_additional_output_pipe_stages =0
CSET port_b_additional_output_pipe_stages =1
CSET port_a_init_pin = falsa

CSET port_b_init_pin = falsa

CSET port_a_init_value = 1234

CSET port_b_init_value = abed

CSET primitive_selection = optimize_for_area
CSET select_primitive = 4kx1

CSET port_a_write_anable_polarity = active_high
CSET port_a_enable_pin_polarity = active_high
CSET port_a_initialization_pin_polarity = active_high
CSET port_a_active_clock_adge =
rising_edge_trigge red
CSET port_b_write_enable_polarity = active_high
CSET port_b_enable_pin_polarity = active_high
CSET port_b_initialization_pin_polarity = active_high
CSET port_b_active_clock_adge =
rising_edge_trigge red

Core Resource Utilization

The numbar of Block RAM primitives required is dependent
on the values of the data depth and width fields selactad in
the CORE Genemtor parameterization window.,

For Virtex and Spartan-Il implementations, this value must
be at lsast (width x depthy4096; whils for Virtex-11 and Spar-
tan-2 implementations this valus must be at least (depth x
wichth 18432, Note that for many configurations, the num-
bar of Block RAMs will excead this estimatad value.

For some mamory depths, extra logic is required to decode
the address and multiplex the outputs from various primi-
tives. Spartan-1l, Virtex, Virtex-Il, or Virtex-E CLB slices are
used to provide this functionality. The number of slices
required depends on the way that the depth is constructad
from the primitives, the data width, and the implemeantation
of any decoding or multiplexing.

For an accurate measure of the usage of primitives, slices,
and CLBs for a paricular point solution, chack the Display
Core Viewer after Generation checkbox in the CORE
Genarator. For mare information about the number of block
RAMS in each device, please rafer o Table 4, Tables 5,
Table 6, and Tabla 7.
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Table 2: Parameter File Information for SpartandVVirtex

Parameter Name

XCO Filename Values

Default GUI Setting

component_name ASCI text starting with a letter and based upon blank
the following character set: a..z, 0.9 and _.

width_[AIB] Integer in the range of 1 to 256 16

depth_[AIB] Integer in the range of 2 to 256K 16

configuration_port_ [AIB]

One of the following keywords: read_and_write,
read_only, write_only

read_and_writs

write_maode_port_ [AIB]

Thara is only ane aptions for Spartan-1/Virtex
architecture: read_aftar_writs

read_after_writs

global_init_value A hex value in the range of 0 to 2#¥idh_alb _4 0
load_init_file One of the following keywords: true, falss false
coefiicient_file Tha name of the coefile in ASCI fext starting with | blank
a letter and based upon the following character
set: a.z, 0.0and _.
port_[AIB] enable_pin One of the following keywords: true, false falge
port_[AIB] handshaking_pins One of the following keywords: true, false false
port_[AIB]_register_inputs One of the following keywords: true, false false
port_[AIB] additional _output_pipe_stages | Integerin the range of 0to 1 0
port_[AIB] init_pin One of the following keywords: true, falss false
port_[AIB] init_value 0 0

primitve_selaction

One of two valuss: optimize_for_area,
select_primitive

optimize_for_arsa

salect_primitive 41, 2kx2, 1kxd, 5128, 256x16 4k

port_a_enable_pin_polarity One of two values: active_high, active_low active_high
port_a_initialization_pin_polarity One of two values: active_high, active_low active_high
port_a_write_snable_pin_polarity One of two values: active_high, active_low active_high

port_a_active_clock_adge

One of two values: rising_sdge_triggered,
falling_edge_triggered

riging_edge_triggerad

port_b_enable_pin_polarity One of two valuss: active_high, active_low active_high
port_b_initialization_pin_polarity One of two valuss: active_high, active_low active_high
port_b_writa_snabla_pin_polarity One of two values: active_high, active_low active_high

port_b_active_clock_edge

One of two values: rising_sdge_triggered,

falling_edge_triggerad

rising_edge_triggerad

DE5235 (w0.1) November 1, 2002
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Table 3: Parameter File Information for Virtex-I'Spartan-3

Parameter Name

XCO Filename Values

Default GUI Setting

component_name

ASCI text starting with a letter and based upon
the following character set: a.z, 0.9 and _.

blank

width_[AIB]

Integer in the range of 1 to 258

16

depth_[AIE]

Integar in the range of 2 to 1M (256K for
Spartan-3)

16

configuration_port_ [AIB]

One of the following keywords: read_and_write,
read_only, write_only

read_and_writs

write_maode_port_ [AIB]

One of the following keywords: read_before_write,
read_after_write, no_read_on_writs

read_after_write

global_init_value A hex value in the range of 0to 2 width_alb _ 0
load_init_file One of the following keywords: trua, false false
coefiicient_file The name of the coe file in ASCIl text starting with | blank
a letter and based upon the following character
set: a.z, 0.9 and _.
port_[AIB] enable_pin One of the following keywords: trua, false false
port_[AIB] handshaking_pins One of the following keywords: trua, false false
port_[AIB] register_inputs One of the following keywords: true, false false
port_[AIB] additional _output_pipe_stages | Integerin the range of 0101 0
port_[AIB] init_pin One of the following keywords: trua, false false
port_[AIB] init_value A hex value in the range of 0 to 2 Width_alb _ 4 0

primitve_selection

One of two values: optimize_for_area,
selact_primitive

optimize_for_ama

salect_primitve 16kxd, Bkx2, 4locd, 2hocd, 1kx18, 512436 16kl

port_a_enable_pin_polarity One of two values: active_high, active_low active_high
port_a_initialization_pin_polarity One of two values: active_high, active_low active_high
port_a_write_snable_pin_polarity One of two values: active_high, active_low active_high

port_a_active_clock_adge

Cne of two values: rising_sdge_triggerad,
falling_edge_triggerad

rising_edge_triggerad

port_b_enable_pin_polarity One of two values: active_high, active_low active_high
port_b_initialization_pin_polarity One of two values: active_high, active_low active_high
port_b_writa_snabla_pin_polarity One of two values: active_high, active_low active_high

port_b_active_clock_edge

Cne of two values: rising_edge_triggerad,

falling_sdge_triggerad

rising_edge_triggerad
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t: XILINX' Wf T Dual-Port Block Memory v5.0
Table 4: Spartan-ll Device Block RAM Counts Table 7: Virtexdl Device Block RAM Counts
Davices # Blocks Total Block (bits) Davices # Blocks Total Block (Kb}
xe2s1E 4 16384 xc2v250 24 432
w230 [ 24576 xe2vE00 a2 576
xe2s50 a 32,768 xe2v1000 40 T20
25100 10 40,960 xe2v1500 48 864
25150 12 40,152 xc2v 2000 56 1,008
Table 5: Virtex Device Block RAM Counts xc2v3000 98 1,728
Devices # Blocks Total Block (bits) %c2v4000 120 2,160
*evE0 ] 22,768 ®e2vE000 144 2,582
wevi00 10 40,010 X2y 000 168 3,026
xevis0 12 49,152 Ordering Information
xCV200 14 57,344 This core may be downloaded from the Xiling 1P Canter for
@00 1 5.5 Tha Xirx GORE Genaator Systar il 1 burliod wih i
xevd00 20 a1,920 Alliance and Foundation Series Software packages, at no
p—r 22 58,304 additional charge.
To order Xilinx softwars, please visit the Xilinx Siicon
xcvB00 28 114,608 Xpresso Cafe or contact your local Xilink sales reprasanta-
*xev1000 22 131,072 tve.

Table 6: Virtex-E Device Block RAM Counts

Information on additional Xilinx LogiCORE modules is avail-
able on the Xilinx |B Cantar,

Devices # Blocks Total Block (bits)
*ovS0E 16 65,536
Al D0E 20 81,020
xuev200E 23 114,682
xcv300R a2 131,072
xev400E 40 163,840
HewBOO0E 72 204,042
xcvl D00E a6 303,216
xcvl BO0E 144 580,824
xev2000E 160 655,260
XevEG00E 184 753,664
xew3200E 208 851,068
Acwd05E 140 573,440
wovld 2E 280 1,146,880
DE5235 (w0.1) November 1, 2002 W IInX . com. 1"
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FIFO datasheet from Core Generator

Q7 XILINX® wgic

QRE FIFO Generator v2.1

D317 Aprll 28, 2005 Product Specification
Introduction LogiCORE™ Facts

The Xilire LogiCORE FIFO Generator is a fully verified Core Spacifics

first-in first-out (FIFO) memory queue for applications

Virtss-4, Spartan-2E,

requiring in-order storage and retrieval. The core pro- Supparted Device Spartan-3, Virtes-1l Pro,
vides an optimized solution for all FIFO configurations Farmilias Virtes-11, Virtes-E, Virtax,
and delivers maximum performance (up to 350 MHz) Spartan-|IE, Spartan-ll
while utilizing minirnum resources. Delivered through Performance ard

the CORE Generator, the structure can be customized Resoumreas Used See Table= 8 and 10

by the user, including the width, depth, status flags,

memory type, and the write/ read port aspect ratios. In

Provided with Core

this v2.1 release, the core adds support for first-word Product Spacification
e i e i Crocumentation Usar Guide
fa]]_—thmu‘gh, a feature critical to latency-sensitive appli Release Notes
cations.
Drasign Fils Formats VHDL, Verilog
This document describes the features of the core, speci-
Instantiation Template YHOL, Yerilag

fies the interfaces, and defines the input and cutput sig-
nals. For detailed information about designing with the Design Teol Raquirements
core, refer ta the FIFO Generator User Gudde.

Implemeantation Xilinw ISE v7.1i 5P1 or higher

Features Simulation Modelsim, NC-SIM
+ Drop-in medule for Virtex™-4, Spartan™-2E, Support

Spartan-3, Virtex-1I Pro, Virte-[I, Virtex-E, Virtex, Provided by Xiling, Ine.

Spartan-1[E, Spartan-11 FPGAs
+ FIFO depths up to4,194,304 words
* FIFO data widths from 1 to 256 bits
* Non-symmetric aspect ratios {read-to-write port

ratios ranging from 1:8 to 8:1)
* Independent or common clock domains
# Selectable memory type (block RAM, distributed

BAM, shift register, or Virtex-4 built-in FIFCY)
* First-word fall-through (FWFT)
+ Full and empty status flags, and almost full and

almost empty flags for indicating one-word-left
* Programmable full and empty status flags, set by

user defined constant(s) or dedicated input port(s)
* Configurable handshaking signals
* Fully configurable using the Xilinx CORE

Generator™ system v7.1i SP1or higher
€205 3w, e &g ssrved. ALHY, fa e o, ancher toc] brands Inchcked e ein ans Rademarics of X, (e a8 oiher indsmarks ar e ol thek ra:
wnere. KA providing his deskgn, codls, orimamaiion "1s ks” Ey providing te design, oods, of inlammation as o possiok |mplemontaion of s aiurs, appication, o sindard, Wi

makas no reprec-entaiion hal this im) lakicn 5 4@ fram anyclaims of infrin, WOl AR M| e for cblaining any nghts m = br Implemaniaticn. XIire adprescly
W52iaims any wa ey oz mnmmmmwxnmnwmglmlmnnmmmmm bwwgﬂmlﬂﬂlg:& Wnsrﬁm&mlmlnwwms
of infringement ard any Implled waranies of mexhantabliy o ¥iness ior a particoular purposs.
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Applications

In digital designs, FIFCs are ubiquitous constructs required for data manipulation tasks such as clock
domain crossing, low latency memory buffering, and bus width conversion. Figure 1 highlights just
one of many configurations that the FIFO Generator supports. In this example, the design has two inde-
pendent clock domains and the width of the write data bus is four times wider than the read data bus.
Using the FIFD Generator, the user is able to rapidly generate solutions such as this one, that is custom-
ized for their specific requirements and provides a solution fully optimized for Xilinx FPGAs,

| -
| | FIFD CORE | |
| L
| DaTa N DATA OUT
| 120 B1Ts 2ans | |
k1 | Clock 2
| pomain | cwu"'“‘::;amw ok | Domain |
| Legle | Aspect Rath =4:1 | Legke |
LK | eyl gucz | 42
! !
—_— ] —_—

Figure 1: FIFO Generator Application Example

Feature Overview
Clock Implementation Operation

The FIFO Generator enables FIFOs to be configured with either independent or common clock domains
for write and read operations. The independent clock configuration of the FIFO Generator enables the
user to implement unique clock demains on the write and read ports. The FIFD Generator handles the
synchronization between clock domains, placing no requirements on phase and frequency. When data
buffering in a single clock domain is required, the FIFO Generator can be used to generate a core opti-
mized for that clock.

Built-in FIFQ Support in Virtex<4

The FIFO Generator supports the Virtex-4 built-in FIFO modules, enabling large FIFOs to be created by
cascading the built-in FIFOs in both width and depth. The core expands the capabilities of the built-in
FIFOs by utilizing the FPGA fabric to create optional status flags not implemented in the built-in FIFO
macro.

First-Word Fall-Through {(FWFT) - new in v2.1 release

The first-word fall-through (FWFT) feature provides the ability to lock-ahead to the next word
available from the FIFO without issuing a read operation. When data is available in the FIFO, the first
word falls through the FIFD and appears automatically on the output bus (DOUT). FWFT is useful in
applications that require low latency access to data and to applications that require throttling based on
the contents of the data that are read. FWFT support is included in independent clock FIFOs created
with either block EAM or distributed RANM.
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Memory Types

The FIFO Generator implements FIFOs built from block RAM, distributed RAM, shift registers, or the
Virtex—4 built-in FIFOs. The core combines memory primitives in an optimal configuration based on the
selected width and depth of the FIFO. The following table provides best-use reconmendations for spe-
cific design requirements.

Table 1: Memory Configuration Benefits

Independent | Common Small Medlum-Largs High Minimal
Clocks Clock Butfering Buffering Performance Resources
Bullt-In FIFO v U 4 v ¥
Block RAM v v L4 v L4
Shin Registar U4 v v
Distributed RAM v L4 v

Non-Symmetric Aspect Ratio

The core supports generating FIFOs whose write and read ports have different widths, enabling auto-
matic width conversion of the data width, Non-symmetric aspect ratios ranging from 1:5 to 8:1 are sup-
ported for the write and read port widths. This feature is available for FIFOs implemented with block
RAM that are configured to have independent write and read clocks.

FIFO Generator Configurations
Table 2 provides a summary of the supported memory and clock configurations.

Table 2: FIFO Configurations

. Supported Non-symmetric First-Word
Clock Domain | Memory Type " 8
v yp Configuration | Aspect Ratios Fall-Through
Caommon Block RAM W
Distrbuted L4
Caommon BAM
Commaon Shift R=gister v
Common Built-in FIFG 1 v
Independant Block RAM L ¥ L
Distrbuted v v
Independant FAM
Independant Built-in FIFQ! v 2 3

. The built-in FIFO primithve is only svailable inthe Virtex-4 architacture.

For non-gymmetric aspect ratios, uss the block AAM implementation (feature not supported in
Virtex-4 builtin FIFO primitiva).

3. PWFT for the built-in FIFC will be supported by the FIFO Generator in a future releass, Contact
your Xilinx representative for more details.

r
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Independent Clocks: Block RAM and Distributed RAM

This implementation category allows the user to select block RAM or distributed EAM and sup ports
independent clock domains for write and read data accesses. Operations in the read domain are syn-
chronous to the read clock and operations in the write domain are synchronous to the write clock.

The feature set supported for this type of FIFO includes non-symmetric aspect ratios (different write
and read port widths), status flags (full, almost full, empty, and almost empty), as well as programma-
ble full and empty flags generated with user-defined thresholds. Opticnal read data count and write
data count indicators provide the number of words in the FIFOD relative to their respective clock
domains. In addition, optional handshaking and error flags are available (write acknowledge, over-
flow, valid, and underflow).

Independent Clocks: Virtex-4 Built-in FIFO

This implementation category allows the user to select the built-in FIFO available in the Virtex—4 archi-
tecture. Operations in the read domain are synchronous to the read clock and operations in the write
domain are synchronous to the write clock.

The feature set supported for this configuration includes status flags (full and empty) and programma-
ble full and empty flags generated with user-defined thresholds. In addition, optional handshaking
and error flags are available (write acknowledge, overflow, valid, and underflow).

Common Clock: Block RAM, Distributed RAM, Shift Register

This implermnentation category allows the user to select block RAM, distributed RAM, or shift register
and supports a commen clock for write and read data accesses.,

The feature set supported for this configuration includes status flags (full, almost full, empty, and
almost empty) and programmable enpty and full flags generated with user-defined thresholds. In
addition, optional handshaking and error flags are supported (write acknowledge, overflow, valid, and
underflow), and an optional data count provides the number of words in the FIFC.

Common Clock: Virtex-4 Built-in FIFO

This implementation category allows the user to select the built-in FIFO available in the Virtex-4 archi-
tecture and supports a comman clock for write and read data accesses.

The feature set supported for this configuration inchades status flags (full and empty) and optional pro-
grammable full and empty flags with user-defined thresholds. In addition, optional handshaking and
error flags are available (write acknowledge, overflow, valid, and underflow).

4 I 301 D SO DeE317 April 28, 2005
Product Spacification

SCIENTIFIC-ATLANTA
CONFIDENTIAL
-610f 70 -



FEC on IP-output for video encoder SCientifiC
Maria Baltzer Pedersen Atlanta

A CISCO COMPANY

g XILINX' pogic 71 FIFO Generator v2.1

FIFO Generator Features

Table 2 summarizes the FIFD Generator features supported for each clock configuration and memaory
type. For more detailed information, refer to the FIFO Generator User Gutde.

Table 3: FIFO Configurations Summary

Independent Clocks Common Clock
FIFO Featurs i o Distributed T
Block RaN | Distibuted | BullIn | piock RaM | Ram, shift | BTt
Register
Mon-symmetric ¥ 1
fzpect Ratioz
Symmetric » v » v » v
Azpect Ratios
Almost Full ' v v '
Almost Empty » v v »
Handshaking ' v ' v ' v
Data Count v ¥ ¥ v
P rogrammakls L v L v L v
EmptyFull
Thrasholds
First-Wiord v v
Fall-Through
DOUT Resst Wi ¥ vl v
Walue

. For applications with a single clock that requirs non-symmetric ports, uss the indspendent clock config-
uration and connect the write and read clocks to the same soume. A dedicated solution for commaon
clocks will b2 svailable in a futurs releass,. Contact your Xiline representative for more details.

To enable First-Word Fall-Through, sslect Registered Outputs with Read Latency 0 on page 2 of the GLIL
All architactures excapt for Virtex, Virtex-E, Spartan-11, and Spartan-11E.

wora
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FIFO Interfaces

The following two sections provide definitions for the FIFC interface signals. Figure 2 illustrates these

signals (both the standard and optional ports) for a FIFC core that supports independent write and

read

clocks.

NN 2] | COLTMC],
- -
WR_EN - i [ RAD_EN
- -
WROLK | i _| rocik
- -+
;_J:ULL 1 EM-.
1
LMOST AL T ALMOST EMFTY
AROG_FIAL Dorsin | Domain FROG_EMPTY
- .
_WR_ACK i WALID
- -
_CWERFLOW | UNDERFLOW
| L

FROG FULL_THRESH ASSERT »
PROG_FULL_THRESH NEGATE »

FROG FULL THRESH -

RET

~g FROG EMFTY, THRESH 4 SSERT
=3

Mata: Opticral Ports ara in

Figure 2: FIFQ with Independent Clocks: Interface Signals

Interface Signals: FIFOs With Independent Clocks

The signal (RST) causes a reset of the entire core logic (both write and read clock domains) and is
defined in Table 4. It is an asynchronous input which is synchronized internally in the core before being
used. The initial hardware reset should be generated by the user. See the FIFO Gewerator User Guide for
specific information on reset requirements and behavior.

Table 4: Reset Signal for FIFOs with Independent Clocks

Rakos

PROG_EMPTY, THRESH NEGA TE
- FROG_EMPTY THRESH

Hame

Direction

Description

RST

Iriput

ntemal

Peset: This signal is an asynchronous resst that initalizes all

pointers and cutput registars,
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Table 5 defines the signals for the write interface for FIFOs with independent clocks. The write interface
signals are divided into required and optional signals and all signals are synchronous to the write clock

(WE_CLK).
Table 5: Write Interface Signals for FIFOs with Independent Clocks
Hame Diraction Description
Required
WR_GLK Input Write Clock: All signals on the wriits domain are synchronous o this
alock
DINM:] Input Diata Input: The input dlata bus used when wiiting the FIFO.
Write Enable: If the FIFQ s not full, assarting this signal causes data jon
ViR_EN Input DIM} to be writien to the FIFO,
Full Rag: When asserted, this sigral indcakes thatthe FIFO is full. Write
FULL Clutput requests are ignored when thie FIFO iz full, initiating & write when the
FIFD i full is ron-destructive to the contents of the FIFO,
Optonal
ALMOST_FULL Output Alrrest Full: When agserted, this sigral indicates that only one more

write can be performed befors the FIFO is full.

Programrrable Full: This signal is assered when the numbser of wards in
PROG_FULL Output the FIF( is greater than orequal i the assart threshald. Itis deassarted
when the numbsr of words in the FIFO iz legs than the negate threshokd,

Write Data Count: This bus indicates the numbsr of words stored in the
WR_DATA_COUNT D] Ciutput FIFD. The count is guarantesd to never undar-report the numbsrof
words in the FIFQ, o ensurs the user never overflows the FIFC.

Write Acknowledges: This signal indicates that a writs raquest (WR_EN)
during the prior clock eycle sucssaded,

Cwverflow: This sigral indicales that a wiike mquest (WR_EN) during the

CVERFLOW Clutput prior clock cycle was rejectad, because the FIFO iz full. Oveflowing the
FIFD is non-destructive to the contents of the FIFC

WR_ACK Output

Programmable Full Threzhold: This signal is used to input the threshold
value for the assertion ard de-assertion of the programmabls full
(PROG_FULL) flag. The thrashold can be dynamically st in-circuit
PROG_FULL_THRESH Input during reset.

The uzer can sither chooss to setthe assert ard negate threshol to the
same value (using PROG_FULL_THRESH), or the user can control
these values irdepandently {using PROG_FULL_THRESH_ASSERT
and PROG_FULL_THRESH_NEGATE).

Programrrable Full Threshol Assert: This signalis used to set the uppsr

threshold value for the pregrammabde full flag, which defines when the
PROG_FULL_THRESH_ABSERT | Input signalis aszarted. The threshald can be dynamically 55t in-circuit during
resel.

Programmable Full Threshold Negate: This sigral is used to sstthe
kewer threshold velue for the pregrammabde full flag, which defines when

PROG_FULL_THRESH_NEGATE | Input the signalis de-asserted, The threshold can be dyramically set in-ciruit

ahuring resst
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Table 6 defines the signals on the read interface of a FIFO with independent clocks. The read interface
signals are divided into required signals and optional signals, and all signals are synchronous to the

read clock (RD_CLK]).
Table &: Read Interface Signals for FIFOs with Independent Clocks

Name | Directicn | Description
Reguired
AD_GLE Input ;h;cneaiclod(: All signals on the read domain ars synchmonous to this
DOUTM:O] Output Data Cutput: The cutput data bus is driven when reading the FIFO.

Pead Enable: Ifthe FIFC s not empty, asserting this sigral causes data
1o be read from the FIFC {output on DOLT),

Empty Flag: When assarted, this signal indicates that the FIFO iz empty
EMPTY CutpLe Fead requests are ignored when the FIFO iz ampty, initiating & resd
while empty is non-destructive to the FIFO

RO_EM Input

Optional

Almost Empty Flag: When agsarted, this signal indicates that the FIFO
is almost empty and one word remains in the FIFC,

Programmable Erply: This signal i asssred when the number of
wordsin the FIFO is less than or equal 2 the programmable theshold.
It is de-asserted when the number of words in the FIFO sceeds the
programmabds threshald.

Fead Diata Gount: This bus indicates the number of words available for

. reading in the FIFD. The count is guarantesd to never over-raport the
AD_DATA_GOUNT [C:0] Output rumber of words evailable for rading, to ensure that the user does not
uniderfiow the FIFO,

ALMCST_EMPTY Cutpuk

PROG_EMPTY Cutput

Valid: This sigrel indicates that valid datais svailable on the cutput bus

VALID Output {DOuT)

Urderflow: Indicates that the read mquest {RO_EN) during the previous
UMDERFLOW Cutput chock oyde was rejectad becauss the FIFO is emply, Urderflowing the
FIFO is non-destructive 1o the FIFC,

Programmablke Ervply Threshold: This signal iz used & input the
threshald valus for the asserion and de-assanion of the programmeable
ampty (PROG_EMPTY) flag. The threshold can be dynamically sst
n-circuit during eset
PROG_EMPTY_THRESH Input The usercan sitherchoose ko st the assert and negats threshold to the
same value (uzing PROG_EMPTY_THRESH), or the userzen control
thess values independenty (uging PROG_EMPTY_THRESH_ASSERT
and PROG_EMPTY_THRESH_NEGATE).

Programmabke Empty Threshold Assert: This signal is used to set the
kower threshold value for the programmable empty fag, which defines
when the signal iz asserted. The threshold can be dynamicaly sst
n-circuit during eset

Programmablke Emply Threshold Negate: This signal is uzed to sstthe

upper threshold valus for the programmeble empty flag, which defines
PROG_EMPTY_THRESH_NEGATE | Input when the signal s de-assarid. The threshold can be dynamically sst

n-circuit during eset

PROG_EMPTY _THRESH_ASSERT | Input
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Interface Signals: FIFOs with Common Clock

Table 7 defines the interface signals of a FIFO with a commen write and read clock. The table is divided
into standard and optional interface signals, and all signals (except reset) are synchronous to the com-
mon clock (CLE). Seethe FIFQ Generator User Guide for specific information on reset requirements and
behavior.

Tabls 7 Interface Signals tor FIFOs with a Commaon Clock

Name | Direction | Descripticn
Hequired
AsT Input Pesat: This signel is an asynchronous reset that initializes all intermal
P peointers and output rEgisters,

oLk Input ;.‘.m Allsignals onthe write and read domaing are synchronous tothis
DiIMM:] Input Dlata Input: The input data bug ussd when writing the FIFO,

Write Enable: |fthe FIFO is not full, asserting this signal causes data (on
WR_EN Input DIN to b written 1o the FIFC,

Ful Flag: When asseried, this sional irdicates that the FIFO is full. Wik
FULL Cutpue raquests ars ignoned when the FIFC iz full, initiating a writs when the

FIFD i full is ron-destructive 1 the contents of the FIFQ.
DOUTIM:O] Cutpue Duata Cutput: The cutput data bus driven when eading the FIFO.

Fead Enable: If the FIFD iz not empty, asserting this signal causes data
AC_EN Input to be read from the FIFG foutput on DOUT),

Empty Fleg: When asserted, this signal indcales that the FIFO is empty.
EMPTY Cutpue Pead requests are ignored when the FIFD is empty, initiating a read

while empty is non-destructive to the FIFC

Optional

CiaTA_COUNT [Cao] Cutput Ciata Count: Thiz bus indicates the rurmber of words stored in the FIFO,

Almost Full: When asseried, this signal indicates that orly one more
ALMOST_FULL Output write can be performed befare the FIFC i full

Programmable Full: This signal is assered when the number of words in
PROG_FULL Output the FIFOD is greater than or equal tothe assert threshald. Itis deassered

when the rumber of words in the FIFD is less than the regats threshold.
WH_ACK Cutput Wirite Acknowledge: This signal indicates that a write request (WR_ENM)

during the prior clock cycle succsaded.

Owerflow: This sigral indicates that & writs request (WR_EN) during the
CVERFLOW Output prior clock cycle was rejpcted, becauss the FIFO s full. Crverflowing the
FIFO iz ron-destructive 1o the FIFD,

Programmablke Ful Threshold: This sigral is used to sstthe threshokd
valug for the assertion and de-assertion of the programmablke full
(PROG_FLULL) fiag. The threshold can be dynamically sst in-circut
during msst

The ugercan eitherchooes bo st the assert and negate threshold o the
same value (using PROG_FULL_THRESH), or the user can control
these values independantly (using PROG_FULL_THRESH_ASSERT
and PROG_FULL_THREESH_MEGATE).

Programmable Ful Threshold Assart: This sigral is used o sot the
upperthreshokd value forthe programmable full fleg, which defines when
the sigral is assertsd. The threshold can be dynamically sst in-cicut

PROG_FULL_THRESH Input

PROG_FULL_THRESH_ASSERT Input

during msst
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Tabie 7. Interface Signals for FIFCs with a Commeon Clock (Continued)
Name Direction Dascription

Programmable Ful Threshold Megate: This sigral is used to sot the
kwer threshold value forthe prograrmmable full flag, which defines when
the signalis de-asserted. The threshokd can bs dynamicaly setin-circuit
during msst

Almost Empty Flag: When asserted, this signal ndicates that the FIFO
is almost empty and one word remains in the FIFC,

Programmablke Empty: This sigral is azserbed after the number of words
in the FIFD s less than or equal to the programmable threshold. tis
Lt ES G Cutput de-assertad when the numbsr of words in the FIFD excesds the
programmabls threshad,

Valid: Thiz signal indicates that valid data is available on the output bus
(DOUT)

Urderflow: Indicates that rsad request (RD_EN) during the previcus
LUMDERFLOW Output chock oyde was rejectad becauss the FIFO is emply. Urderflowing the
FIFO is non-destructive 1o the FIFC,

Programmablke Empty Threshaold: Thiz signal is used o set the threshald
value for the asserion and de-assertion of the programmable smpty
(PROG_EMPTY) flag. The thresholkd can be dyramically set in-circuit
during mEest

The ugercan sitherchooes o st the assert and negate threshold 1o the
same value (using PROG_EMPTY_THRESH), or the usercen control
these values ndependenty (using PROG_EMPTY_THRESH_ASSERT
and PROG_EMPTY_THRESH_NEGATE).

Programmablke Emply Threshold Assert: This signel is used to set the

kewer threghol value for the programmable ampty flag, which defines
PROG_EMPTY_THRESH_ASSERT | Input when the signal is asserted. The threshold can be dynamicaly sst

n-circuit during eset
Programmablke Emply Threshold Negate: This signd is uzed to set the

upper threshold values for the pregrammeble empty fleg, which defines
PROG_EMPTY_THRESH_NEGATE | Input when the signal s de-assarid. The threshold can be dynamically set

n-circuit during eset

PROG_FULL_THRESH_MEGATE Input

ALMCST_EMPTY Cutpuk

VALID Output

PROG_EMPTY _THRESH Input

10 I 301 D SO DeE317 April 28, 2005
Product Specification

SCIENTIFIC-ATLANTA
CONFIDENTIAL
- 67 of 70 -



FEC on IP-output for video encoder

Maria Baltzer Pedersen

Scientific
Atlanta

A CISCO COMPANY

FOMINX i

FIFO Generator v2.1

Resource Utilization and Performance

Performance and resource utilization for a FIFO varies depending on the configuration and features

selected when customizing the core. The tables below provide example FIFO configurations and the
maximum performance and resources required.

Table B provides results for a FIFO configured without optional features. The benchmarks were per-

formed using a Virtex-II 2v3000 -5 and Virtex-4 4vle15-11.

Tabde & Benchmarks: FIFO Conflgured without Optlonal Features

FIFO Type

Depth x Width

Performance

Resources

Virtax-ll

Virtex-4

LUTs

FFs

Block
RAM=

Shift
Ragisters

Digtributad
RiMs

Synchronous
FIFQ (block
RAM)

E12x16

233 MHz

276 MHz

Synchronous
FIFC (block
RAM)

ADSE R 16

200 MHz

276 MHz

BB

Synchronous
FIFQ
(distribuied
RAM)

B4 X186

250 MHz

a6 MHz

49

128

Synchronous
FIFQ
(distribuked
RAM)

E12x 16

175 MHz

226 MHz

1024

Indepandant
Clocks FIFD
(bock RAM)

E12x16

206 MHz

276 MHz

103

106

Indepandant
Clocks FIFD
(bock RAM)

4085 % 16

226 MHz

275 MHz

Indepandant
Clocks FIFD
(distribuied
RAM)

Bd X 16

260 MHz

26 MHz

123

128

Indepandent
Clocks FIFQ
[distributed
RAM)

B2 x18

176 MHz

225 MHz

173

1024

Shift Regiser
FIFC

Bdx 18

228 MHz

525 MHz

Shift Regizer
FIFQ

B2x1e

150 MHz

200 MHz

F2

g1z

D317 April 28, 2005
Product Speciflication

SCIENTIFIC-ATLANTA
CONFIDENTIAL

-68 of 70 -



FEC on IP-output for video encoder SCientifiC
Maria Baltzer Pedersen Atlanta

A CISCO COMPANY

FIFO Gengrator v2.1 2’: “LNX' o€ e

Table @ provides results for a FIFO configured with multiple threshold inputs. The benchmarks were
performed using a Virtes-II 2v3000 -5 and Virtex-4 4vk15-11

Tabls & FIFO Benchmarks: Conflgurad with Multiple Programmable Thresholds

Performance Resources

FIFO Type | Depth x Width ) Block Shift Distributed
Virtex-l1 Virtex-4 LUT= FFe RAMs Registers RAMs

Synchronous
FIFC (bliock 512218 176 MHz 200 MHz 108 L] 1 0 0
RAM)

Synchronous
FIFQ {bock 4006 x 16 175 MHz 225 MHz 136 86 4 L] 0
RAM)

Synchronous
LFr!IE(I:]ierBd Gdx 16 226 MHz 260 MHz &0 109 [+] U] 128
RAM)

Synchronous
FIFQ
(distribuied
RAM)
Indepandant
Clocks FIFQ Bi2x18 200 MHz 260 MHz 163 128 1 L] Q
(bock RAM)

Indepandant
Clocks FIFQ 4006 x 16 178 MHz 260 MHz 214 166 4 L] 0
(bock RAM)

Indepandant
Clocks FIFD
(distribuked
RAM)
Indepandant
Clocks FIFD
(distribuked
RAM)

Eﬁ':gneg'm' B4x16 150MHz | 2ooMHz | 7 62 o &4 0

512 x 16 150 MHz 200 MHz 182 420 [+] a 1024

B4 x 18 228 MHz 328 MHz 143 148 [+] Q 128

B2 x 18 150 MHz 228 MHz 281 o7 [+] Q 1024

Shift Regizker

FIFD A=l 150 MHz 200 MHz 26 108 Q iz Q
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Table 10 provides results for FIFOs configured to use the Virtex-4 built-in FIFO without optional fea-
tures. The benchmarks were done against a Virtex—4 4vb15-11 SF363 target device.

Tabie 70 Banchmarks: FIFQ Conflgured with Virtex-4 Bullt-In FIFO Resources

Resources
FIFD Type Dapth X Width | Parformance
LUTs FFs Bulltn FIFOs
Buitt-in FIFD {basic) E12x 38 350 MHz 2 2 1
Buitt-in FAIFD {basic) 4005 x 26 300 MHz B 2 4
Buitt-in FIFD {with handzhaking) B12x 38 350 MHz 4 a8 1
Buitt-in FIFD {with handzhaking) 4100 x 25 300 MHz 7 8 4
Verification

Xilinx has wverified the FIFO Generator core in a proprietary test environment, using an internally
developed bus functional model Tens of thousands of test vectors were generated and verified, includ-
ing both valid and invalid write and read data accesses,

References
LIGI7E FIFO Cenerator User Guide

Support

For technical support, visit

. . t. Xilinx provides technical support for this
product when used as described in the product documentation. Xilinx cannot guarantee timing, func-
tionality, or support of the product if implemented in devices not listed in the documentation, if cus-
tomized beyond that allowed in the product decumentation, or if any changes are made in sections of
design marked DO NOT MODIFY.

Revision History

The table below shows the revision history of this document.

Date Version Revision
42304 1.0 Inifial Xilirx release.
E21/04 1.1 Support for Virtsx-4 built-in FIFS implamentation.
11141704 20 Updated for Xiline aoftwane w20,

The original product specifization has been divided intotwo decuments - a data sheet
04/28/05 24 and a user guide. The document has also been updated to indicate core support of
first-word fall-through feature and Xilinx softwans v7.11.
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