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ABSTRACT audio signal. A number of distance measures have been in-

This paper presents a speaker change detection system Eestlgated such as the symmetric Kullback-Leibler distanc

news broadcast segmentation based on a vector quantizati ol Parametric models corrected for finite samples usieg th

yesian Information Criterion (BIC) are also widely used.

orks well for longer segments, while BIC approach with a

z)é?(ta?;rt?olrisiis drgﬁgfrfgzentﬁiC\?(%Stégtgaiegfrzcﬁgfsa?g gzgnl ?eprocessing step that use3 &statistic to identify poten-
9 al changes, was superior for short segments.

evaluated against two other statistics, namely the symmet- . .
. S ; . ey Nakagawa and Mori [4] compare different methods for
ric Kullback-Leibler (KL2) distance and the so-called 'div change detection, including BIC, Generalized Likelihood

gence shape distance’. First level alarms are furtherdest%atio, and a vector quantization (VQ) based distortion mea-

using the VQ distortion. We find that the false alarm rate ca : A ; i
be reduced without significant losses in the detection of cor ure. The comparison indicates that the VQ method is supe

rect changes. We furthermore evaluate the generalizabflit rior to the other methods.

- : A simplification of the Kullback-Leibler distance, the so-
the approach by testing the complete system on an indepen: ; X ' .
dent set of broadcasts, including a channel not presenein tpallied divergence shape distance (DSD), was presented in
1] for a real-time implementation. The system includes

training set. a method for removing false positives using "lightweight"
GMM speaker models.
1. INTRODUCTION Model-based methods are based on recognizing specific

The increasing amount of audio data available via the Inl_<nown audio objects, e.g., speakers, and classify the audio

ternet emphasizes the need for automatic sound indexin t.feal‘)m ?quﬂ'nﬁly' The rbnodeijl-basebd "?‘plilm;‘?g hashbgen
Broadcast news and other podcasts often include multipl omdme wit dt € m(cejtrlc- ased to obtain hybrid-methods
speakers in widely different environments. Efficient index at do not need prior data [5][6]'. . .

ing of such audio data will have many applications in search, QUr basic sound representation is the mel-weighted cep-
and information retrieval. Segmentation of sound streams iStr"?1I coefficients (MFCC), they have shown useful in a wide
a significant challenge including segmentation of seqlﬂancé’a”ety of audio application including speech recognifion
of music and different speakers. Locating parts that cantaiSPE2Ker recognition [7] and music modelling, see e.g., [8].
the same speaker in the same environment can indicate story SINCe We are interested in segmenting news with an un-
boundaries and may be used to improve automatic speetROWN group of speakers we limit our investigation to met-

recognition performance. Indexing based on speaker reco?'pI basled methods. To improve the Fe_rforlman(c:jzy\/er]i;ivoke a
nition is a possibility but is hampered by the prevalence of2/S€ @larm compensation step at relative low additionst.co

unknown speakers, thus we have chosen to investigate unsu-
pervised methods in this work in line with other recent sys- 2. DISTANCE MEASURES

tems, see e.g.,ll[l].dHere we are |rr]1teres|terc]i In sysj[errt:s 'ﬁat HNetric based change detection is done by calculating a dis-
not too specialized to a given channel, hence, In DOth SYSy e petween two successive windows. The distance indi-

"Lates the similarity between the two windows. Below we

the izsue of éobustness]; I?] partifular&/ve ShOVIV that a S¥Steg?}esent three different distance measures that have been co
can be tuned to a set of channels and not only generalize 95arad in this context.

other broadcasts from these channels, but also to a channe
hot present in the training s_et. .1 Vector Quantization Distortion

Speaker change detection approaches can roughly be di- ) ) )
vided into three classes: energy-based, metric-based afdie VQ approach is based on the generalized distance be-
model-based methods. Energy-based methods rely dWween two feature vectors sequences designateahdl $.
thresholds on the audio signal energy, placing changes at’s  The VQ-distortion measure VQD betweef &nd the
lence’ events. In news broadcast the audio production can i@debook €, created by clustering of the features ifl,S
quite aggressive with only little if any silence betweenape is defined as:
ers, making this approach less attractive. T

Metric based methods basically measure the difference VQD(CA, SB) 1 Zargmin{d(CA,S[B)},

t=

between two consecutive frames that are shifted along the T 1<k<K



where G denotes the k-th code-vector ifCL < k <K. SP
denotes the t-th feature vector in the sequerfGelS t < T, | | | | ||

and d is theeuclideandistance function, see e.g., [1]. aw
The codebook € is created by clustering the sequence s | g+law |
of feature vectors’Sinto K clusters, thus each cluster-center
represents a code-vector. “H st Srriaw |

S

2.2 Kullback-Leibler Distance | | T |

max

The symmetric Kullback-Leibler distance (KL2) has been
used in speaker identification systems and applied to speake coetere cter |
change detection [9]. The symmetric Kullback-Leibler dis-
tance between two audio segments represented by their f
ture vector sequenced &nd $ is defined as:

eIé\'gure 1: lllustration of windows used in the metric caltida.
Speaker change-points are indicated with vertical dashed.IThe

x) figure assumes that a change is found at time,tand false alarm

' Pa(X compensation windows are shown at the bottom

KL2(8"8%) = [ [pa(%) ~po(x)]log X lrax (1)

Assuming that the feature sequenclsa8d $ are n-variate 3-2 Distance Metric Calculation

Gaussian distributed.ap~ 4" (Ma,Za), P8 ~ -4 (Mg.Z8),  The audio is divided into analysis windows of length &nd
I.e. with a shift of length 4, see figure 1. Let'Sdenote the se-
1 quence of feature vectors extracted from the analysis windo
p(X) = exp{ —(x— )Tz (x— p)} (2)  with endtime 4. Then, S and $*'av are two succeeding and
2 non-overlapping analysis windows.
For each feature vector sequenceacodebook € is
created by clustering the vector sequence into K clusters us
ing the k-meansclustering algorithm. Convergence of the

1
(2m)"/2|Z[i/2

Combining equation (1) and (2) gives:

KL2(SM,S?) = }Tr[(ZA —ZB)(Egl_zgl)] k-meansalgorithm is sped up by exploiting the overlap of
2 L the analysis windows, which means that most samples are
= -1 -1 _ reused in subsequent analysis windows. The code-vectors
+2Tr[(EA +35 ) (Ha— He) of C" are therefore computed using the code-vectors from

C"'s as initial cluster centers. This makes theneansal-
gorithm converge faster and minimizes the distance between
two succeeding codebooks, resulting in less fluctuating dis

. . tortion measures.

2.3 Divergence Shape Distance The conventional VQ-algorithm computes the distortion
The KL2 distance presented above is composed of two termgleasure between two fgature vector sequentearl &

The last term depends on the means of the features which c& computing VQRC®,S%). By using the code-vectors of
vary much depending on the environment [1]. Using onIyCB instead of the whole sequenck, etter results are ob-

the first term should remove this dependency, so that onliained. Thus, we use VQP= VQD(CS”,CS"*'aW) as the VOQ-
the difference between covariance contribute. This fencti distortion measure at timeg.t

is called the divergence shape distance (DSD). The KL2, and DS[ at time }, are given by KL2 =
KL2(S",S"sw) and DS = DSD(S", S Hsw)

(Hp— IJB)T}

1
DSD(SA,SB) = ZTr|(Zp — =) (Bt — =3t
( =3 [( A—%e) (B — X4 )] 3.3 Change-Point Detection

In all of the three presented distance measures a greatéhe basic change-point detection evaluates the calculated
value means a greater difference in the two distributions. ~ distance metric M at every time step time{f. A change-
point is found if M, is larger than a threshold ¢hand M,
3. SPEAKER CHANGE DETECTION is the local peak within Tseconds. The intention of this
baseline approach is to detect as many true change-points as
Based upon the distance metric the change detection algpessible. The false alarms that occurs should then be egject
rithm determines whether or not a speaker change occurredby our false alarm compensation described below.
Our algorithm works in two steps. The first step is the
change-point detection part where candidate changeoing.4 False Alarm Compensation
are found. The second step is the false alarm compensati

step When running the speaker change-point detection algorithm

it is necessary to keep the analysis window relatively sinort
order to be able to detect short speaker turns. The short seg-
ments may lack data to make fully reliable segment models,
MFCCs are chosen as the features for this work. The calcwhich consequently may cause false alarms.

lation of these features is preceded by transforming thewaud  The baseline approach yields a number of potential
streams to a common sampling and bitrate. change-points, dividing the audio stream into speaker seg-

3.1 Front-End Processing



ments. These speaker segments can then be used to mi

more accurate models between the potential change-poin .l
Comparing these models can then accept or reject the pote
tial change-point.

The false alarm compensation algorithm simply works by
making two speaker VQ-codebooks, for the speaker segme
before the change-poinP&°and another after the change-
point C3fter,

The two VQ-distortion measures VQDPefre cafter)
and VQDCafter cbefore) gre computed and the mean
VQDyean0f these two measures is found. The change-poir
is then accepted if the measure is larger than the thresho
thiac and rejected if it is below. We found that using the mear °
of the two distortion measures is more stable than using ju 10f- =% ===~ X~ -~ ST TemgTx— -
one of the measures. "0 2 3 4 s e 70 8 9 100

If a real speaker change is missed during the initia sec
change-point detection, the resulting speaker model would
contain data from two speakers, meaning that the speakelgure 2: The upper part of the figure shows the VQ-distontea-
codebook models both speakers. To counteract this prolsure VQL, for a sample file. The true speaker changes are indi-
lem only the Tax Seconds nearest the change-point is usedated by vertical lines. The dotted line indicates the thogsth.q

VQ distortion measure

to make the speaker codebook. and the estimated change-points found are shown with sirdie
addition to the true speaker change-points four false ahgoints
3.5 Parameter Settings are found. The lower part of the figure shows the VQ-distartio

. . . . VQDmeanfor the found change-points. The thresholgtfs indi-
The proposed change-point detection algorithm requiregsted and the accepted change-points are shown by cirotéshe
some parameters to be adjusted. The two thresholgatid  rejected are shown by crosses.

thiac should be set according to the desired relation between
recall and precision. As in [1] we use an automatic threshold

setting method. We use dheanas thg mean of the distance 4 EXPERIMENTSAND RESULTS
metric in a window of 2hax around :
1 4.1 Speech Database

Mnmean= 5————= 3 Mn4i,
e 2Mmaxt 1 Z " The speech data used was news-podcasts obtained from four

different news/radio channels CNN, CBS, WNYC, and PRI.
with —Tmax/ls < i < Tmax/ls. The thresholds at time tre
thereby set to:

thean = OcaMnmean
thiacn = OfacM n,mean
The two amplifiersacg andas,c should be set in advance.
The timing parametergy, T;, and Tnhax Should be set ac-

cording to the expected distribution of speaker turn lesgth
Is defines the resolution of the detected change-points.

Probability

3.6 Example

An example of the change-point detection algorithm is

shown in figure 2. The audio clip in this example is A 10 2 30 20 s 50

113 long and contains speaker change-points at time Segment lengths (s)

{14.6,29.3,33.7,43.8,63.5,78.9}sindicated by the vertical _ -

lines. The upper part of the figure shows the VQ-distortiorf-igure 3: Histogram of the speaker segment lengths contame

measure VQR as function of time. The dotted line indicate the database.

the threshold thy and the estimated change-points found by

our change-point algorithm are shown with circles. Itisssee  The data consists of 103 min of broadcast news, which

that in addition to the true speaker change-points fouefalscontains speech from numerous speakers, in different envi-

false alarms occur. ronments. Music has been removed as this is assumed to be
The lower part of the figure shows the VQ-distortion done using a music/speech discriminator. The length of the

measure VQRan for the found change-points. Again, the segments range from4s to 119 with a mean of approxi-

dotted line indicate the thresholdth and the accepted mately 14. Figure 3 shows the distribution of the segment

change-points are shown by circles, and the rejected atengths. The number of speaker changes is 388, distributed

shown by crosses. over 47 files. The data was manually labelled into different
In this example all the true speaker changes are foundpeakers. The number of segments is 435, and 75 of these

and false alarms are removed by the false alarm compendaave a length less thars,5which are segments considered

tion step. relatively hard to detect [1, 3].




Totallength | Avg. segment Speaker] of 8.5 %. A relative improvement of 59,7% in precision with
(min) length (sec) | changes a relative loss of 7.2% in reduction is obtained with ourdals
CNN 38 17.0 134 alarm compensation scheme.
CBS 20 9.9 121 By varying acq a recall-precision curve can be created.
WNYC 26 22.6 69 Figure 4 shows the recall-precision curve for the three met-
PRI 19 15.8 64 rics VQD-56, KL2, and DSD for the baseline algorithm. The
(AT | 103 | 15.6 [ 388 | curves for VQD-56 and KL2 are comparable, though VQD-
56 gives better precision at lower recall. VQD-56 and KL2
Table 1: Summary of evaluation data. is clearly better than DSD.

Figure 5 shows the recall-precision curves after the false
alarm compensation. This curve is created by varyigg
and keepingas,c constant. Though, the baseline recall-

4.2 FeatureExtraction precision curve for VQD and KL2 is very similar the VQD-

First all files have been down-sampled to 16kHz, 16bit montlgAC performs better than KL2-FAC. A reason for this could

channel. The MFCCs are extracted on a 20 ms Hamming i€ that VQD and KL2 do not locate the same change-points

tered window. The windows overlap by 10 ms. The featurénd FAC then rejects more true change-point found by KL2

vector consists of 12 MFCCs. ‘delta-MFCCs’ or ‘delta-delta than found by VQD. . .

MFCCs’ were not included because they worsened segmen- Th? change-points are found with a re_Iatlver small aver-

tation results. The features are not normalized. age mismaich of approximatelys, which is acceptable for
most applications.

4.3 Evaluation M easures An investigation reveals that approximately 62% of the

) . missed change points are due to segments that are shorter
A change-point proposed by the algorithm may not be preggn 5

cisely aligned with the manual label. For example if the
change occurs at a silence period or if speakers interreptea [ Metric | F ] RCL | PRC | Mismatch]
other. To take this into account, a found change is counted VQD24 07481 08101 06951 209ms
as correct if it is within % of the manually labelled change- VQD24-FAC | 0.829] 0.740| 0.943| 206ms
point, as in [3]. Thanismatchs defined as the time between

; : VQD48 0.717] 0.840] 0.627] 208ms

a correct found change-point point and the manually latielle
o, ge-pointp Y VQD48-FAC | 0.839| 0.766] 0.928| 206ms
The evaluation measures frequently used are recall | VQD56 0.687] 0.863] 0.573] 220ms
(RCL) and precisic_m (PRC), that correspond to deletions and | VQD56-FAC | 0.854 | 0.801| 0.915| 202ms
insertions respectively. VQD64 0.722] 0.835] 0.637] 202ms

VQDG64-FAC | 0.837| 0.789] 0.892| 215ms

no. of correctly found change-points

RCL = :
no. of true change-points KL2 0.763] 0.833[ 0.704] 212ms
PRC — no. of correctly found change-points KL2-FAC 0.823] 0.789| 0.860| 212ms
~ no. of hypothesized change-points DSD 0.623] 0.766 0.526] 308ms

DSD-FAC 0.732] 0.665| 0.814| 288ms

The F-measure combines RCL and PRC into one measure,

RCL x PRC Table 2: Results obtained with.q and as,c adjusted to optimize
= the F measure after the false alarm compensation (FAC). Beth
a xRCL+(1—-a)PRC results before and after the FAC is shown.

with a as a weighting parameter that can be used to empha-
size either of the two quantities. The results presenteabel o
use the equal weighting, wittn = 0.5. 45 Generalizability

To investigate the generalizability of our system, anotestr

4.4 Results was set up where the database was divided into a training set
This section will present the results obtained with ourand four test sets. The training set contains files randomly
speaker change detection algorithm. The length of the anathosen from three of the channels, CNN, CBS, and WNYC.
ysis window is set togly = 3s. T is set to Band Tnaxis set  Four test sets were created, one for each of the channels, us-
to 8s. The analysis windows are shifted with+ 0.1s. ing the remaining files in the database.

Table 2 shows the results obtained using all the data The system was set up using the VQD measure with 56
from our databasea.q andat,c are set to maximize the F- clusters. The system parametegg andas,c were optimized
measure after the false alarm compensation (FAC). The V(for the training set and then evaluated on the test setsrd-igu
approach is evaluated using 24, 48, 56, and 64 clusters f@rshows the F-measure for this test. The results are compared
both the change detection and in the false alarm compensaith the system optimized for each of the specific test sets.
tion. In the KL2-FAC and DSD-FAC approaches, 56 clusters  Generally our system performs better on the two test sets
are used. CNN and CBS compared to WNYC and PRI. This is most

Comparing the results using the VQD measure the bedikely due to the fact that WNYC and PRI contain more short
performance is obtained using 56 clusters. In this cas@80.1segments (<§ than CNN and CBS. The analysis window
of the true change-points are detected with a false alamn ratength of 3 makes these segments hard to locate.
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Figure 4: Recall-precision curve for baseline algorithnihwthe

VQD gives a better precision at lower recall rates.
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Figure 6: This figure shows the results obtained for diffetest

sets. The system optimized for each of the tests are compatied
a system optimized for a training set. The figure shows tHatesh-

three distance metrics VQD, KL2, and DSD. The curve is ctbate old chosen on a training set generalize reasonable welher diata
by varying deg. VQD and KL2 are superior to the DSD measure. StS:

tizer.
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