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Abstract 

The present work describes a method for investigation of the visual cortex in hu-
mans using functional magnetic resonance imaging (fMRI). A method for analysis 
of retinotopic mapping data using a general linear model is suggested and a 
method for determining the hemodynamic lag based on the measurement is de-
scribed. The hemodynamic lag in the visual cortex is found to be 4.2 s. Also a 
method for performing perimetry (visual field testing) using fMRI is suggested, 
indicating interesting perspectives for further investigations of clinically relevant 
patients. 

Furthermore, the project presents two additional studies of the human visual cor-
tex. The first study aims to investigate stereovision by the use of colour coded 3 
dimensional images whereas the second experiment explores connections between 
the primary visual cortex (V1) and V5 (MT). The results showed a possible activa-
tion of V3 and other secondary visual areas in response to stereo stimuli. Prelimi-
nary results indicating proof of V5 to V1 back projection is presented.  

In addition the retinotopic mapping described has been planned for clinically in-
vestigations of patients with Optic Neuritis.  
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Dansk resumé 

Dette projekt beskriver en metode til undersøgelse af synsbarken hos mennesker 
ved brug af funktionel magnetisk resonans billeddannelse. Projektet foreslår en 
metode til analyse af data til retinotopisk kortlægning af synsbarken i en generel 
lineær model. Ved brug af ovenstående præsenteres også en metode til at estimere 
forsinkelsen af det hæmodynamiske respons på neural aktivitet en forsinkelse på 
4.2 s blev fundet. Yderligere foreslås en metode til udførelse af perimetri (undersø-
gelse af synsudfald) vha. fMRI. 

Yderligere præsenteres to undersøgelser af den visuelle synsbark. Det ene er et stu-
die til kortlægning af stereosyn ved brug af farvekodede stereobilleder. Det andet 
studie har til formål at undersøge forbindelser mellem synsområderne V1 og V5 
(MT). I forbindelse med undersøgelsen af stereosyn præsenteres præliminære re-
sultater som indikerer aktivitet i sekundære visuelle områder herunder V3. Ligele-
des præsenteres foreløbige resultater som indikerer tilstedeværelsen af forbindelser 
fra V5 til V1. 

Resultater fra studiet omhandlende retinotopisk kortlægning har givet anledning 
til planlægning af en klinisk undersøgelse af patienter med sygdommen Opticus 
Neuritis.  
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Abbreviations 

3-D  3 Dimensional 
AU  Arbitrary Units 
BA  Brodmann Area 

BOLD  Blood Oxygenation Level Dependent 
CBF  Cerebral Blood Flow 
CBV  Cerebral Blood Volume 
CCW  Counter-ClockWise 

CMRO2  Cerebral Metabolic Ratio of O2 
COR  Coronal 
CS  Calcarine Sulcus 

CSF  Cerebrospinal Spinal Fluid 
CW  ClockWise 
EOI  Effects Of Interest 
EPI  Echo-Planar Imaging 
FA  Flip Angle 

FDR  False Discovery Rate 
FEW  Family-Wise Error 
FFT  Fast Fourier Transform 

fMRI  functional Magnetic Resonance Imaging 
FOV  Field of View 
GE  Gradient Echo 

GLM  General Linear Model 
GM  Grey Matter 
HRF  Hemodynamic Response Function 
LGN  Lateral Geniculate Nucleus 

MPRAGE  Magnetisation Prepared Rapid Gradient Echo 
MRI  Magnetic Resonance Imaging 
SAG  Sagittal 
SNR  Signal to Noise Ratio 
SPM  Statistical Parametric Map 

T1  Longitudinal relaxation time 
T2  Transversal relaxation time 
T2*  Transversal relaxation time in presence of field inhomogeneity 
TE  Echo Time 
TR  Repetition Time 

TRA  Transversal 
WM  White Matter 
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1 Introduction 

Several scientific reasons exist for investigation of the human brain. The function 
of the brain is complicated and we usually rely on indirect measures to determine 
neural activity (such as blood flow). Consequently neither measurements nor 
modelling of brain functions are easy tasks.  

Only a decade has past since Functional Magnetic Resonance Imaging (fMRI) was 
introduced [59,60] and already this method is one of the most promising and in-
tensively used in the investigation of the human brain.  

The traditionally MRI method is widely used in providing anatomical information 
and serves as a diagnostic tool for various diseases. The current research in fMRI 
extends the MRI method to provide additional information that could serve as an 
important tool in pathology as well as in basic function of various physiological 
processes, for example the visual pathways.  

fMRI in combination with retinotropic mapping stimuli and cortical surface re-
construction have made it possible to define the borders of early visual areas in 
primates as well as in humans [21,68,90]. However, when concerning the higher 
visual areas these methods have so far proven less useful and many functions of the 
visual areas in humans are yet to be defined precisely.  

The fMRI analysis depends on the Blood Oxygenation Level Dependent (BOLD) 
contrast. This measure of activity is based on the assumption that increased neu-
ronal activity gives rise to localized increased blood flow [59,60]. One of the most 
challenging aspects of fMRI is the extraction of the BOLD signal from the MR sig-
nal. Various noise sources contribute to the complexity of this signal as for exam-
ple respiration, cardiac noise, instability in hardware etc. In order to remove at 
least some of these confounders, pre-processing of the functional data is necessary, 
thus altering the data before the actual statistical analysis. The pre-processing steps 
are followed by statistically analysis, where the general linear model (GLM) 
method first implemented by Friston et al. is widely accepted [28].  

The present study aims to investigate the human visual cortex using BOLD fMRI. 
In order to accomplish this, various analysis methods and visualization techniques 
will be utilized. The data obtained during this study was analysed using the Brain-
Voyager QX 1.0 software, however, when insufficient or not yet implemented self-
written routines was often necessary. 
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1.1 Overview 

Chapter 2 serves as a brief and simple introduction to brain and vision including a 
brief introduction to the signal measured with fMRI. As a full description of fMRI 
is well beyond the scope of this text, no description of fMRI in general is provided. 
Readers not familiar with the subject should refer to the literature for more infor-
mation. A good introduction to fMRI is given by Buxton [10] whereas a more de-
tailed description of the echo-planar imaging (EPI) technique can be found in [66].  

Chapter 3 gives a relatively comprehensive description of the methods used in this 
study. Most (but not all) of these methods are standard in fMRI. 

Chapter 4 is the most important part of this work, as it describes the experiments 
performed in this study and presents the results. The chapter is divided into sec-
tions according to the experiments. Each experiment is divided into subsections 
describing the experimental setup and the data analysis followed by a presentation 
and short discussion of the results. 

Chapter 5 provides a discussion of the results obtained and suggests improve-
ments and further work. 

 

Additional information, source code etc. is provided on the web page: 
www.student.dtu.dk/~s991489/thesis/  
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2 Brain and Vision 

This chapter provides a very short introduction to the human brain in the context 
of visual stimuli processing. Quite a large part of the human brain is dedicated to 
processing of visual stimuli suggesting that vision has been evolutionary very im-
portant. A lot of effort has been done to examine the human visual system imply-
ing that the function is quite well understood as compared to other parts of the 
brain. 

The sections 2.2 and 2.3 are largely, unless otherwise stated, inspired by Hubel [41] 
and Zeki [103] who have both been pioneers in the context of brain and vision. 

 

 
Figure 2.1: Lobes in the cerebral cortex. The figure is a reconstruction of the left GM surface from one 
of the subjects used in the study. The different lobes have been roughly sketched and coloured. Gyri 
(singular gyrus) are the outwards folds in the brain tissue, whereas areas with negative curvature (in-
wards folds - dark) are in general called sulci (singular sulcus). Very deep sulci, such as the division 
between the hemispheres, are denoted fissures.  

 

 

 

 

 



4 Brain and Vision 

  

2.1 The Brain: An Overview 

Roughly the brain consists of white matter (myelinated axons) surrounded by grey 
matter (cell bodies) as can be seen in figure 2.2. 

Figure 2.1 shows how the cerebral cortex is divided into lobes. In this study the 
most interesting part is the occipital lobe in the posterior region as it is related to 
visual processing. 

Visualization of the brain is possible using isometric slices. Radiological conven-
tion is commonly used to show isometric planes meaning that the left part of the 
brain is shown to the right and vice versa. The opposite (left=left, right=right) is 
known as neurological convention. In this study figures will be shown in radio-
logical convention unless otherwise stated; this convention does not apply to 3-D 
figures. 

A vertical plane cut parallel to the ears is denoted a sagittal plane, whereas a plane 
parallel to the face is a coronal plane. Finally a horizontal plane is a transversal 
plane, 3D views of these cuts are illustrated in figure 2.3. 

  

 
(a) 

 
(b) 

Figure 2.2: WM/GM and hemispheres. 
(a) shows a reconstruction of the WM surface in one of the subjects and (b) shows the GM surround-
ing it. Because the figures are 3D views radiological convention is not used.  
Anterior represents frontal areas whereas posterior designates parts to the back. Inferior refer to bot-
tom while superior refers to the top. Again medial refers to near the thalamus in the midbrain (divi-
sion between hemispheres). Dorsal/ventral refers to over/below. 
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                   (b)       (COR) 

 
                                     (a)                             (SAG)                    (c)                    (TRA) 
Figure 2.3: Isometric plane projections in the brain. 
Figure (a): sagittal plane, figure (b):  coronal plane, figure (c): transversal plane 

 

2.2 Visual Pathways 

Before visual stimuli arrive in the cortex they must pass through the visual path-
way, which will be described in the following sections. 

2.2.1 Retina 

The light from the environment is focused onto the back of the eye by the cornea 
and the lens1. In the back of the eyeball 3 layers of cells constitute the retina. The 
cell layer farthest to the back consists of actual receptors; there are two types of 
receptors: rods and cones. Cones are responsible for detailed vision and colours 
but do not respond to dim light, whereas rods respond to dim light and are re-
sponsible for more coarse vision. 

The middle layer consists of 3 cell types; bipolar-, horizontal- and amacrine cells. 
The bipolar cells receive input from the receptors and feed the signals into the last 
layer – the retinal ganglion cells. The two remaining cell types create links running 
parallel to the retinal layer. Horizontal cells link together photoreceptors and bipo-
lar cells while amacrine cells link together retinal ganglion cells and bipolar cells 
(see figure 2.4).  

                                                           

1 The image on the retina will appear flipped left-right and upside-down. 
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In the centre of our visual field (the fovea) cones are most common and the two 
layers on top are displaced to the sides to create a depression in the retinal surface 
where light can pass directly into the photoreceptors. The correspondence between 
the number of photoreceptors and ganglion cells in the fovea is approximately 1:1, 
however, with increasing distance to the fovea more photoreceptors converge onto 
a single ganglion cell. The number of retinal ganglion cells is approximately 1 mil-
lion compared to the 125 million photoreceptors. 

The axons from the ganglion cells run along the surface of the retina and converge 
to leave through the optic nerve. The place where the optic nerve leaves the eye is 
also known as the blind spot because of the lack of photoreceptors in this area.  

 

Hubel, 1995 
Figure 2.4: The eye and the retina, the figure illustrates the 
eyeball and the retina consisting of 3 cell layers. [41] 
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2.2.2 Lateral Geniculate Nucleus 

When the optic nerves have left each of the eyes, they meet in the optic chiasm. 
Here they are divided into left and right hemifield and travel through the optic 
tract to arrive at the Lateral Geniculate Nucleus (LGN). Visual inputs from the left 
hemifield meet in the right LGN and vice versa. Although most connections pass 
through the LGN, some direct connections exist to other areas such as the superior 
colliculus, the suprachiasmatic nucleus and midbrain nuclei. The superior collicu-
lus is responsible for coordinating rapid eye movements and the midbrain nuclei 
are responsible for related tasks such as adjusting the size of the pupils. The su-
prachiasmatic nucleus is believed to be related to light and the day-night cycle 
[65]. 

The LGN consists of 6 cell layers (see figure 2.5b) divided according to which eye 
they receive input from. Most of the axons from the LGN are projected onto the 
primary visual cortex through the optics radiations. 

 
 (a) Rosenzweig, 2004 

 
 (b)  Hubel, 1995 

Figure 2.5: Connections to the LGN.   
Figure (a) illustrates how the optic tracts connect to the LGN and other nuclei in the thalamus. Red lines 
show connections from the left hemifield whereas blue conforms to the right hemifield. Note that the 
image is showed left-right flipped to conform to radiological convention. [65] 
Figure (b) shows the 6 layers in the left LGN of the macaque. The section is cut parallel to the face and 
each stained dot represents one cell. Two adjacent layers in the LGN generally receive information from 
opposite eyes, however there is one exception to this rule; the correct sequence is (O-S-S-O-S-O-S) 
where S denotes same side eye and O side opposite eye (starting from the bottom in figure b). [41] 
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2.3 Visual Cortex 

2.3.1 Primary Visual Cortex 

The primary visual cortex (V1) is also called the striate cortex due to its striped 
cytoarchitectural structure. The primary visual cortex is situated along the Cal-
carine Sulcus (CS) as shown in figure 2.6, the sulcus (inwards fold) separates the 
upper and lower visual field with the upper visual field being located in the ventral 
(lower) part and vice versa. The most posterior part of V1 corresponds to the fovea 
and moving to increasingly anterior parts of V1 is equivalent to moving towards 
the periphery in the visual field [16]. This point-to-point relationship will be inves-
tigated more comprehensively in section 0. 

V1 will react on any visual stimuli (is not very specialized); consequently, V1 is 
heavily interconnected with the more specialized secondary visual cortices by both 
forward and backward projections. As mentioned earlier visual stimuli are proc-
essed in the contralateral side implying that each hemisphere processes stimuli 
from both eyes. This gives rise to the phenomenon known as ocular dominance 
columns as adjacent points in the cortex are from opposite sides in the visual field, 
this is illustrated in figure 2.8. Some cells in V1 are dissipative-sensitive and are 
therefore believed to be related to stereovision [4].  

 

 
Figure 2.6: Calcarine Sulcus. The figure shows a dilated and 
smoothed view of the reconstructed GM/WM surface of the left 
hemisphere, the CS is marked by hand. 
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2.3.2 Secondary Visual Cortices 

Beside the primary visual cortex many secondary areas related to vision have been 
located in monkeys. However, considerable effort has been made to determine the 
equivalent areas in humans [64,68,69,80,81,83-85,88,91]. The secondary visual cor-
tices are also called the extrastriate cortex and are related to more complex visual 
processing. The function of many of the visual areas is not entirely understood, 
however for some areas there is a strong indication of their basic function. V5 also 
known as MT+ is related to movement [42], and V3 is believed to be involved in 
the processing of shape. Zeki [103] and others have suggested that area V4 is spe-
cialized for colour processing, but recent evidence  [91] challenge this claim 

 

2.3.3 Cortical Magnification 

As is expected due to the vast number of ganglion cells near the fovea compared to 
the periphery, the representation in the cortex is not linear. Physiological studies of 
the monkey brain have established a connection between distances in the visual 
field and the corresponding distance in the visual cortex [67]. 

Equation (2.1) provides the relationship between change in eccentricity ΔE (de-
grees) and distance in the visual cortex Δx (mm). The ratio depends upon the ec-
centricity E and the two constants A and E2. 

2

Δ( )
Δ

x AM E
E E E

= =
+

 (2.1) 

Determination of the constants in humans have been accomplished by several au-
thors [19,21,63,68,72,93]. The cortical magnification (M) also extends to other sec-
ondary visual areas [68] as can be seen in figure 2.7. 
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Sereno et al., 1995 

Figure 2.7: Cortical magnification in the primate visual cortex. H denotes human, MM* the macaque 
monkey and OM* the owl monkey. It is seen that the cortical magnification extends to secondary 
visual areas. Heavy lines refer to the distance in the cortex from the periphery (left scale), the thin 
lines are the cortical magnification factor (right scale). [68] 

 

2.3.4 Retinotopic Organization 

Retinotopic organization is a term that refers to the fact that topological shape 
from the retina is preserved in the cortex, meaning that adjacent points in the ret-
ina will be mapped to adjacent point in the visual cortex. Figure 2.8 illustrates this 
in the primary visual cortex of the macaque [86]. The point-to-point mapping also 
exists in other parts of the brain, for example in the somatosensory system. 

This preserved geometric shape is most explicit in the primary visual cortex, how-
ever retinotopic mapping exists in most parts of the visual cortex. 

 

 
Totell et al., 1982 

Figure 2.8: Retinotopic organization in the macaque striate cortex. Tootell et 
al. showed this convincing figure in a paper from 1982. The animal was given a 
tracer before the stimulus shown above was presented monocularly at 3 Hz 
reversal rate. Finally the animal was dissected and the striate cortex was cut 
and unfolded as shown in the figure above. The dot pattern in the figure illus-
trates the ocular dominance columns [86]. 
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2.4 Blood Oxygenation Level Dependent Signal 

The signal measured in fMRI is usually the Blood Oxygenation Level Dependent 
(BOLD) signal. This measure of activity is (as many others) based on the assump-
tion that increased neuronal activity gives rise to localized increased blood flow. 
BOLD measurements were first performed on rats by Ogawa et al. [59,60] in 1990, 
and later on humans in 1992 [61]. 

The measurement of BOLD is based on the Echo-Planar Imaging (EPI) sequence 
and the actual effect measured is signal loss due to deoxygenated hemoglobin 
(dHb) (gives rise to field distortion). Oxygenated hemoglobin (Hb) is weakly dia-
magnetic whereas dHb is weakly paramagnetic. The presence of dHb results in loss 
of MR signal depending on the concentration of dHb (because of the susceptibility 
effect). 

At first glance increased neuronal activity would be expected to cause increased 
oxygen consumption thereby decreasing the MR signal. However, the phenome-
non is more complicated and in general the BOLD signal is expected to be caused 
by 3 effects; the cerebral blood flow (CBF), the cerebral blood volume (CBV) and 
the cerebral metabolic rate of O2 (CMRO2). The following description of the BOLD 
signal is motivated by the model suggested by Buxton et al. [9] also known as the 
Balloon model.  

An increased oxygen extraction due to neuronal activity results in a short increase 
in the dHb. This should give rise to a short decrease in the MR signal (initial dip), 
however this has only been seen experimentally in anesthetized cats at very high 
field strengths [45].  

The increased oxygen consumption gives rise to an increased CBF dominating the 
first effect thus decreasing dHb (increase in MR signal). The large increase in CBF 
is expected to be necessary because neuronal activity is limited by the blood flow in 
resting state.  

The increase in blood flow expands the blood vessels and increases CBV, thus in-
creasing the amount of dHb. This effect is insignificant compared to the effect of 
CBF. However, it is expected to cause the post stimulus undershoot because it 
takes longer for CBV than CBF to return to baseline. 

The total temporal extent of the BOLD response is expected to be approximately 
30 seconds. 

The response to stimuli is normally modelled as a simple convolution2 of the stim-
uli time course with the expected response due to a single activation. Such a model 

                                                           
2 Convolution is the process of mixing two functions, it is also known as folding (from 
German “faltung”). A convolution of two functions (f and g) in an infinite range is given by 

the following integral: ( ) ( )f g g τ f t τ dτ
∞

−∞

∗ = −∫  . In the frequency domain (Fourier) a 

convolution is a simple multiplication. 
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is known as a hemodynamic response function (HRF) – an example of this is the 
SPM23 canonical HRF shown in figure 2.9. By including time derivatives (or simi-
lar) in a general linear model (see section 3.1.2 on page 14) it is possible to model 
variations in the response (delay and dispersion). 

 This approach is not able to model the non-linearity (saturation) in the balloon 
model [9], however to account for this Friston et al. suggests using Volterra ker-
nels4 [32].  

 

 
Figure 2.9: Canonical HRF used in SPM2 to model the BOLD response. Note that the post stimulus 
undershoot is modelled but not the initial dip. 

                                                           
3 SPM2 is a software package for functional neuroimaging by the Wellcome Department of 
Imaging Neuroscience at Queens Square University College London 
4 Volterra kernels allow to perform non-linear convolution by considering history effects 
(past values) using an extended Taylor expansion. 
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3 Methods 

This chapter describes the basics of the theory used for analysis of functional MR 
data. The steps and methods herein are largely based of the functionality that the 
software package BrainVoyager by Brain Innovation B.V. offers5. However, in 
cases where BV proved insufficient the descriptions are based on developed soft-
ware or alternatively other software packages such as SPM26 and FSL7. Developed 
software is written in Matlab (MathWorks, Natick, Massachusetts). 

3.1 Hypothesis Driven Methods 

Hypothesis driven methods refer to the use of methods that test whether a speci-
fied (expected) activation scheme fits the recorded data. 

3.1.1 Linear Cross Correlation Analysis 

A linear cross correlation analysis is basically the process of comparing the data to 
a defined reference. The correlation coefficient rxy can be found as shown in equa-
tion (3.1), where x is the reference signal and y is the data. The sum over indices 
runs up to the no. of time points. A lag l has been introduced that shifts the refer-
ence time series by l samples. The denominator is essentially a scaling constant 
that normalizes the maximum possible correlation coefficient to 1 (y identical to 
x). The time series can either be assumed circular, in which case the index i+l is 
interpreted i+l modulus N (N being no. of time points), or the non-existing time 
series can be omitted ( 0 ,x i l N= + > ). The cross correlation is calculated at 
each voxel with a defined number of lags, then by noting the lag yielding the 

                                                           
5 For further information refer to the company webpage: www.brainvoyager.com  
6 SPM2 is developed by collaborators from the Wellcome Department of Imaging Neuro-
science at Queens Square University College London. Refer to [25] or the webpage: 
http://www.fil.ion.ucl.ac.uk/spm/  
7 FSL is developed at the Oxford Centre for Functional Magnetic Resonance Imaging of the 
Brain (FMRIB). Refer to the website for further information: www.fmrib.ox.ac.uk/fsl/  
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maximum cross correlation along with the cross correlation itself it is possible to 
determine the phase and fit of the response [5]. 

( )( )

( ) ( )

+ − −
=

− −

∑
∑ ∑2 2

( )
i l i

i
xy

i i
i i

x x y y
r l

x x y y
 (3.1) 

 

3.1.2 General Linear Model 

= + + +N Ny t x t β x t β ε t1 1( ) ( ) ... ( ) ( )  (3.2) 

Equation (3.2) shows a multiple linear regression of the signal y(t) with N predic-
tor variables, the term linear refers to the sum over each of the predictor variables 
xi(t). The coefficients for each predictor iβ  are found by minimizing the residual 

sum of squares ( )2( )∑t
tε . Multiple regression analysis is performed for each 

voxel in a univariate fashion. A multiple regression analysis is basically a General 
Linear Model (GLM), however, the GLM allows multiple independent variables 
and linear transformations and combinations of dependent variables. Also multi-
variate test can be done in the GLM. The general assumption in the GLM is that 
the residual is independent and Gaussian distributed with zero mean. 

The analysis formulated (more general) as a GLM using matrix notation is shown 
in equation (3.3). 

=Y Xβ + ε  (3.3) 

The GLM method for analyzing functional brain data was first adapted by Friston 
et al. in 1990 [28]. 

If X has full rank the maximum likelihood estimate for β is given in equation (3.4), 
in the case of a singular design matrix constraints must be specified to obtain a 

pseudo inverse ( )TX X −  instead of ( )TX X −1 . 

( ) 1ˆ T T−β X X X Y=  (3.4) 

It should be noted that the approach used in this study (and in the literature) is 
still essentially univariate in the estimation of parameters. The result is one beta 
value for each voxel that can be interpreted as a Statistical Parametric Map (SPM). 

The columns of the design matrix X specify the predictors and the rows corre-
spond to the samples (time axis). The design matrix may contain both effects of 
interest and confounding predictors. 
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3.1.3 Correction for Serial Correlations 

As indicated in section 3.3 on page 19, noise in fMRI data may be strongly tempo-
rally correlated. The presence of serial autocorrelations can be detected by the 
Durbin-Watson test8. An autoregressive (AR) process of order p can be modelled 
as shown in equation (3.5), where x(t) is the signal, ϕi is the i’th AR coefficient and 
ε(t) is residual white noise.  

1 2( ) ( 1) ( 2) ... ( ) ( )px t x t x t t p t= − + − + − +φ φ φ ε  (3.5) 

In fMRI data positive temporal autocorrelation is usually present (see figure 3.1) 
meaning that a value in the time series (as compared to the baseline level) is likely 
to be followed by a similar value.  

Temporal autocorrelation is a violation of the assumptions in the GLM as tempo-
ral independency of the residual is assumed.  

One might argue that the use of a GLM is not even appropriate [2,102], however, it 
can be shown [31,100,101] that the parameter estimates remain essentially unbi-
ased in the presence of serial autocorrelations. However, the variance will be un-
derestimated meaning that the null hypothesis (see section 3.1.4) is rejected more 
easily (too many voxels are declared active). BrainVoyager first uses a standard 
least squares method to find the unbiased parameter estimates and then corrects 
for serial autocorrelations in the residual using a first order AR model (ϕ1 is esti-
mated for each voxel). The model is then refitted to determine the variance of the 
parameter estimates. 

In the case of residual serial autocorrelation we have 2(0, )N σε V∼ . In this case a 
square non-singular matrix K exist, so that = 2ε Kε  and V = KKT where 

2(0, )N σ2ε I∼  [99]. 

The general idea is now to estimate V9. The parameter variance is then given by 

( ) ( )2 2( )T T T T Tσ σ − −=c β c X X X VX X X c  [29]. 

However, the variance does not follow a standard χ2 distribution because of V and 
the effective degrees of freedom must be altered accordingly [2,29-31,99,100,102], 

                                                           

8 ( )2 2
1

2 1

n n

i i i
i i

V ε ε ε−
= =

= −∑ ∑ , V=2 means no autocorrelation, V<2 indicates positive 1st 

order autocorrelation and V>2 indicates negative 1st order autocorrelation. 
9 In SPM2 the estimate of V is global (the same for all voxels). V is modelled as 

T T
i i

i
λ= +∑YC Xββ X Q  Where CY is the covariance matix and Qi is the covariance ma-

trix based on a AR model of order i. The coefficients λi is estimated using restricted maxi-
mum likehood [29,100]. 
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in relation to this it should be noted that BrainVoyager in contrast to SPM210 does 
not correct the degrees of freedom. 

 

 
Figure 3.1: The spatial distribution of residual AR(1) coefficients, it is seen that positive serial auto-
correlation is present in the vast majority of voxels.  

 

 

 

 

 

 

 

 

 

 

                                                           
10 The effective degrees of freedom (ν) is corrected according to the Satterwaite approxima-
tion: 2trace( ) / trace( )ν = RV RVRV  where  ( )T −= −R I X X X X  [100] 
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3.1.4 Inferences in the GLM 

The SPM containing the beta values is normally tested against the null hypothesis, 
that is, a hypothesis assuming no activity in any voxel. The idea is to reject the hy-
pothesis for the activated voxels using an F- or t-test. By incorporating the concept 
of contrasts, different combinations of the predictors can be tested11 and compared 
to the value in the corresponding distribution with the appropriate degrees of free-
dom. 

Correcting for Multiple Comparisons 

For each voxel a hypothesis test is performed. Because of the many voxels across 
the brain it is necessary to correct the p-values for multiple comparisons. This can 
be achieved by using Bonferroni correction (all observations assumed independ-
ent), however, this does not take the spatial correlation into account. Nearby vox-
els are clearly correlated in the fMRI data, therefore the corrected probabilities 
based on Bonferroni correction would be way too conservative. The correction 
implemented in BrainVoyager is the FDR (false discovery rate) where the basic 
idea is to perform Bonferroni correction on the number of voxels declared active. 

First the P-values (uncorrected, V values in total) are ordered according to equa-
tion (3.6). 

≤ ≤ ≤(1) (2) ( )... VP P P  (3.6) 

Now voxels for which equation (3.7) holds are declared active, the value q is the 
selected FDR.  

≤( ) ( )i
i qP
V C V

 (3.7) 

The choice of the predetermined constant C(V) is based on the joint probability 
distribution of P over voxels. For independence across voxels and non negative 
Gaussian noise correlation in the data C(V) = 1, for any  joint probability distribu-

                                                           
11 t-test statistics tests the hypothesis: 0H : T = 0c β  yielding the ordinary students t statis-

tics: 
( ) ( ) ( )2

ˆ ˆ
t ˆˆ

T T

T T T T Ti iσ σ − −
= =c β c β

c β c X X X VX X X c
 where c is contrast and ( )ˆˆ T

iσ c β  

denotes the variance estimate (for voxel i). 

F-test statistics similarly tests the hypothesis: 0H : T = 0c β  with the ordinary F statistics: 

,

additional variance described by effects of interest
F ˆε iσ
=  where ,ˆε iσ  denotes the estimated 

residual variance taking serial autocorrelation into account. 
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tion across voxels the linear approximation C(V) = ln(V) + γ is used where gamma 
is the Euler constant approximately equal to 0.5772 [34]. 

SPM2 has yet another option for correction of multiple comparisons based on 
random field theory. This correction type assumes the SPM to follow a Gaussian 
random field, however this requires data to be smooth across approximately 10 
voxels (FWHM12) to be accurate [57].  

3.2 Data Driven Methods 

Methods that do not assume any activation scheme for testing for activity are 
known as data driven methods. 

3.2.1 Independent Component Analysis 

Independent Component Analysis (ICA) is a mathematical method of doing blind 
source separation by assuming statistical independence for the sources, this was 
suggested and implemented for fMRI data in 1998 by McKeown et al. [53-55]. As 
opposed to Principal Component Analysis (PCA), ICA finds components in the 
data that are not necessarily orthogonal but rather statistically independent. 

In case of high dimensionality in the input data, Singular Value Decomposition 
(SVD) is normally used to reduce the dimensionality of the input data before the 
ICA is done. SVD is basically the process of identifying the directions of maximum 
variance13. 

Assuming linear mixing, the problem can be formulated as shown in equation 
(3.8), where Xjt is the signal at voxel j at time t. The coefficients Ajk (maps) describe 
the weight of each of the time series Skt. K is the number of components. 

Ejt is the residual spatial and temporal white noise. 

=
= +∑

1

K

jt jk kt jt
k

X A S E  (3.8) 

In case of spatial ICA, statistical independence is assumed on the columns of the 
matrix A (consisting of the component Ajk). Similarly, temporal ICA is performed 
by assuming statistical independence upon the rows of the matrix S. Differences 
between spatial and temporal ICA have been addressed by various authors see for 

                                                           
12 Full Width at Half Maximum 
13 SVD here performs a Principal Component Analysis based on the covariance matrix. 
This is the process of finding eigenvectors of the covariance matrix and sorting them based 
on the eigenvalues (variances). 
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example [11]. The ICA algorithm finds statistically independent components in 
the signal. In this study the FastICA algorithm[43] will be used to do spatial ICA.   
FastICA is based on maximization of statistical higher order moments (4th order 
moment, kurtosis). For this reason the input data have to be non-Gaussian, this is 
however not a limitation in practice. To visualize the results of ICA both the maps 
(Ajk) and the time series (Skt) are used. [22,52-55] 

3.3 Noise 

Besides the actual BOLD signal, the data also contain components from sources 
such as movement, edge artifacts, cardiac- and respiratory effects. Also signal com-
ponents related to instability and drift in the scanner hardware are common in 
fMRI data. As all these effects are undesirable in the context of analysing and locat-
ing brain activity, we will label all these effects noise in the following. [36] 

Noise is consequently a very prominent factor in fMRI data, and what worsens the 
situation even further is that the noise may be both temporally and spatially dis-
tributed. Figure 3.2 shows a typical example of noise in recorded fMRI data. The 
power spectrum in figure 3.3 clearly indicates that the noise does not resemble 
white noise. This poses a problem in subsequent statistical data analysis as one 
usually assumes that the residual is temporally independent. It should be noted 
that there is a clear increase in the noise at low frequencies, probably related to 
drift in the scanner hardware [76]. 

The cardiac cycle induces movement (pulsation) in the brain that is most severe 
near large blood vessels. Because this signal is heavily undersampled, the slightly 
varying frequency will be aliased14, thus having the appearance of noise in the time 
series. The respiratory cycle is also undersampled during normal circumstances 
where the effect is mostly gross movement resulting in most prominent effects at 
the edges. 

 

                                                           
14 Aliasing is the unpleasant phenomenon of undersampled frequencies occurring at fre-
quencies from zero to the Nyquist frequency. Let f = n fs/2 + ε  be the signal frequency 
where n is the largest integer to make 0 ≤ ε < fs/2 and fs be the sampling frequency then the 
aliased frequency will be given by: 

2

for  even

for  oddsa f

ε n
f

ε n

⎧⎪⎪= ⎨⎪ −⎪⎩
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Figure 3.2: Noise in fMRI time series. The figure shows the residual (effects of interest removed) 
time series of a grey matter voxel. The data is sampled at a frequency of (1/1.55) Hz. 

 

 
Figure 3.3: Estimated frequency power spectrum for the time series shown in figure 3.2 (corrected 
for the mean value). The spectrum is estimated using the Yule-Walker AR method; this method 
uses an estimation of the autocorrelation coefficients to generate the power spectrum [51]. This 
method is generally more robust than direct estimation for data with low SNR. Here autocorrela-
tion coefficients up to 32nd order are estimated from a Fast Fourier Transform with the length 256. 
Note that noise power increases at lower frequencies, also note that the power is given in dB (semi-
logarithmic plot). This plot is in general agreement with what is found in the literature (see for 
example [76,89]). 
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3.4 Pre-processing Functional Data 

The following provides a short introduction to the most common pre-processing 
steps and describes some advantages and disadvantages related to each step. 

The term pre-processing refers to the process of altering data before the statistical 
analysis to remove at least part of the confounders described in section 3.3. The 
choice of parameters for each pre-processing step is ambiguous and it may even be 
appropriate to skip some pre-processing steps. 

3.4.1 Motion Correction 

Even minor movements during an fMRI experiment severely degrade the quality 
of the signal. The main reason is that some voxels will be moved to another part of 
the brain possibly with a very different signal intensity (for example moving a 
white matter voxel into grey matter or vice versa). For the same reason this effect is 
normally most prominent near the edges of the head and near the ventricles15, an 
example of the spatial distribution of these effects is seen in figure 3.4. 

The signal contamination due to movement may be reduced greatly by the use of a 
6 parameter rigid body transformation (displacement and rotation) [33]. The de-
termination of the optimal parameters is possible by minimizing the sum of 
squares intensity difference from a reference volume. BrainVoyager uses the 
Levenberg-Marquardt algorithm16 for the least squares fit or switches to steepest 
descent if the algorithm fails. To calculate the intensity of subvoxel coordinates in 
a transformed image BrainVoyager offers the possibility to use either trilinear17 or 
sinc18 interpolation. Sinc interpolation is expected to be the preferred choice, but 
as the difference between the two is negligible in practice, the much faster trilinear 
interpolation is normally used. 

Even after motion correction there might still be residual motion left in the data 
due to field inhomogeneities. This issue has been addressed by Friston et al. [33] 
where a method for estimating the effects of movement and correction thereof is 
described. The idea is to correct for movement by introducing predictors related to 
movement in the GLM. The methods suggest the use of the following parameters: 

                                                           
15 Compartments in the brain containing CSF, these will appear white (large signal) in 
BOLD weighted images. 
16 The Levenberg-Marquardt algorithm allows the iteration to reach the minimum faster 
than standard steepest descent by assuming the least square function can be quadratically 
approximated near the minimum. 
17 Trilinear interpolation is the process of linearly interpolating points within a 3D box 
given values at the vertices of the box. 
18 3 dimensional sinc interpolation can be performed in the frequency domain by null fill-
ing higher frequency components. 
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1. The 6 motion parameters (translation and rotation) (linear effects). 

2. The same 6 parameters squared, this account for effect that are the same 
for movement in both directions (e.g. a white matter voxel between two 
grey matter voxels). 

3. The 6 motion parameters from the previous volume to account for spin-
history effects. 

4. The 6 motion parameters from the previous volume squared. 

An F-test over the effects of residual motion can be seen in figure 3.4. 

The Siemens Trio scanner is capable of automatically motion correcting the re-
corded images (both the corrected and the uncorrected version is available). Fur-
thermore, a real time motion correction algorithm also known as Prospective Ac-
quisition CorrEction (PACE) [79] is available estimating transformation parame-
ters while scanning and adjusting the gradients accordingly. 

 

 
Figure 3.4: Spatial distribution of motion related artifacts. The image is generated by using an ex-
pansion of the parameters from the motion correction process as predictors in a GLM as suggested 
by [33] (24 predictors used). Voxels with p-values higher than 0.05 (FDR corrected) are considered 
significant (colorscale for the F-values are displayed to the upper right). The SPM has been interpo-
latied (trilinear) to 1x1x1 mm for visualization. It should be noted that the data has already been 
corrected for movement by a 6 parameter rigid body transformation; this strongly indicates that 
residual motion is still present in the data after motion correction. 
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3.4.2 High Pass Filtering 

For reasons described in section 3.3, it is desirable to remove low frequencies in 
the data before the analysis [76], which can be done by applying a high pass filter. 

In SPM2 this process is performed by fitting a GLM consisting of discrete cosine 
functions to the data and subtracting the reconstructed signal from the original 
signal. The first predictor completes half a cycle in the time series, the following 
are separated by half a cycle until the cut-off frequency is reached. 

The cut off frequency for the high pass filter should optimally depend on the spe-
cific scanner hardware (the optimal parameters could be found by analysing time 
series consisting of only noise), however the standard approach is to use a standard 
cut off frequency. The default cut-off frequency in SPM2 is 1/128 Hz. 

BrainVoyager first uses a linear trend removal with a subsequent standard high 
pass filter in the Fourier domain. 

Due to high pass filtering it is important that the effects of interest occur at fre-
quencies higher than the cut off frequency. 

3.4.3 Slice Time Correction 

The slices in an fMRI experiment are recorded one slice at a time resulting in dif-
ferent acquisition time for each slice. A complication of this time delay is that the 
slices are usually recorded interleaved to reduce crosstalk between slices. However, 
to simplify the analysis it is usually assumed that all slices are recorded simultane-
ously. This assumption might cause problems especially in the case of fast shifting 
paradigms (event related). To overcome this problem the time series for each voxel 
is resampled according to the acquisition time of the voxels in a reference slice. 
The interpolation method is normally standard sinc interpolation19 meaning that 
exact interpolation is achieved if the signal is band-limited and only contains fre-
quency components lower than the Nyquist frequency20. This condition is obvi-
ously violated in fMRI data as both cardiac activity and respiration usually occur at 
frequencies higher than or near the TR frequency.  

Despite the problems related to slice time correction this process normally seems 
to improve the timing in the data and is therefore a common pre-processing step. 

                                                           
19 1 dimensional sinc interpolation is done in the time domain by convolving the sampled 

signal with the sinc function. 
≠⎧⎪⎪= ⎨⎪ =⎪⎩

xπ xπ x
x

x
sin( )/( ) , 0

sinc( )
1 , 0

 

20 In order to fully reconstruct a band-limited signal (maximum frequency compo-
nent fmax ) it must be sampled at the Nyquist frequency or higher ( =Nyquistf fmax2 ). In the 
absence of noise no information is gained by sampling faster than the Nyquist frequency 
(oversampling). 
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3.4.4 Smoothing 

The strong traditions for spatial smoothing of data in multi subject experiments 
exist for several reasons. Spatial smoothing reduces non-spatially distributed noise 
by averaging neighbouring voxels. Also the smoothing process may help to reduce 
differences between subjects. The drawback of smoothing is that the spatial resolu-
tion of the images is compromised. In single subject experiments spatial smooth-
ing is normally omitted to keep the maximum resolution in the images. Smoothing 
is usually done by convolving with a Gaussian kernel/function. 

Temporal smoothing can be considered in some cases, as it also reduces the noise. 
Because the BOLD response is already quite temporally extended the penalty in 
terms of timing may not be great. Another problem is that temporal smoothing 
introduces severe autocorrelation (see section 3.1.3). It should be noted that the 
introduced autocorrelation is known, meaning that it is possible to perform cor-
rection in the statistical model. In the earlier version of SPM2 (SPM99) the serial 
autocorrelations were dealt with by using a low pass filter (temporal smoothing) 
and then correcting the known (introduced) autocorrelation. 

3.5 Processing Anatomical Data 

Functional volumes can be acquired very fast (typically within 2-3 seconds) how-
ever they are not suitable for defining anatomical features. To account for this an 
additional high resolution (1x1x1 mm) anatomical volume is usually acquired. By 
overlaying the activation from the statistical analysis of the functional scan, ana-
tomical localization of the activity is possible. Also the anatomical image provides 
a possibility of distinguishing white and grey matter.  

Activity is (at least to a large extent) restricted to grey matter, largely located in a 
layer near the edges of the brain. This cortical grey matter represents a highly 
folded structure as seen in figure 3.5. Because activity is expected to be spatially 
extended along this folded structure it is preferable to display the activation on an 
unfolded representation of this cortical layer. This process of constructing an un-
folded shape is known as cortical flattening. 
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(a) 

 
 
 

(b) 
Figure 3.5: Cortical grey matter. Figure (a) shows the layer of grey matter as two yellow lines super-
imposed onto the image, the inner surface of grey matter is shown as 3D projection in figure (b). The 
surface reconstruction has been performed using the method described in the following sections. 

 

3.5.1 Normalization 

Normalization is the process where the anatomical image is transformed into a 
standard space. The main reason for doing so is to make a rough pre-segmentation 
possible using a simple standard brain mask. This normalization also provides the 
possibility of identifying coordinates with respect to a standard anatomical atlas. 

In BrainVoyager the standard template is the widely used Talairach atlas [78]. The 
normalization is done by defining 8 anatomical landmarks used to construct a 4x4 
transformation matrix21. It should be noted that this transformation is relatively 
crude compared to the method used in SPM2 [26]. 

3.5.2 Inhomogeneity Correction 

Because of spatial variations in the sensitivity of the receiving head coil, tissue has 
different intensities according to the position within the head coil. This effect is 
especially pronounced in surface coil arrays. In order to correct for this difference 
in intensity, an inhomogeneity correction is performed before the segmentation 
into grey and white matter. In BrainVoyager the 3D bias field is estimated by fit-
ting Legendre polynomials to an initial white matter segmentation. The initial 
segmentation is performed by a region growing process on the uncorrected data 
[92]. An example of an estimation of the bias field can be seen in figure 3.6. With-

                                                           
21 The translation process consists of translation, scaling and rotation but not shear. 
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out performing inhomogeneity correction, it proved impossible to perform rea-
sonable white matter segmentation. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 3.6: Inhomogeneity correction. Figure (a) shows the original image (before inhomogeneity 
correction). Figure (b) shows an initial crude white matter segmentation used to estimate the bias 
field illustrated in (c). In (c) the bias field is shown in a green colour scale with the original image 
alpha blended onto it. Finally figure (d) shows the image after inhomogeneity correction. This ana-
tomical scan has been acquired by the standard MPRAGE sequence described in section 4.1.3 using 
a surface coil array with 8 elements. The original signal intensity is high in the far occipital part of 
the brain. It should be noted that this illustration only partly mimics the bias field’s extension in all 3 
dimensions. 
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3.5.3 Segmentation 

Because segmentation into grey and white matter provide the basis for creating the 
unfolded representation, it is important that this process is as accurate as possible.  

A full description of the process is beyond the scope of this text, but the following 
will briefly introduce the steps involved in performing segmentation in BrainVoy-
ager. 

1. Data are filtered using an edge preserving sigma filter [46,49] to ease the 
later segmentation process by reducing the number of topological defects 
initially present [13]. 

2. Ventricles are located and filled; this process is done to avoid topological 
defects in the segmentation (holes) in these areas. 

3. A Talairach brain mask is applied to remove skull and other non brain re-
gions. This is done to avoid the region growing process to advance into 
these regions. 

4. The white matter is found by region with a given threshold growing with a 
seed point known to be located inside the white matter structure. 

5. Dilation and smoothing of white matter is then performed to ensure that 
the curvature is finite at all points. 

6. Disconnection of the two hemispheres. 

7. This step is performed to correct for topological errors (handles) from the 
segmentation in step 4. The region growing process is redone now using 
self-touch sensitive algorithm meaning that the outer boundaries of the 
region are not allowed to merge with itself and form rings. This produces a 
white matter segmentation free from topological defects (handles), how-
ever the result will be biased because the algorithm is only able to exclude 
voxels. To account for this the same process is performed for the inverse 
object yielding the opposite result (only inclusion of voxels). For each of 
the corrections the damage compared to the original segmentation22 is es-
timated and the choice yielding the least damage is chosen [46]. The re-
sulting region is sure to be free of topological errors. 

An example of the segmentation result is shown in figure 3.5a. 

 

 

 

                                                           
22 The original segmentation is a simple threshold between grey and white matter, the 
damage of changing a voxel is dependent on the deviation from this threshold. 
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3.5.4 Inflation 

Once the cortex has been segmented, a mesh is folded onto the boundary between 
white and grey matter. Because of the smoothing and dilating process described in 
3.5.3, this mesh should conform to a region within grey matter. In principle the 
activations could be overlaid on this mesh. However, because of the highly folded 
structure an overview of the activation is hard to achieve. To account for this, the 
mesh is inflated while trying to keep the original metric properties. The process 
involves the use of an energy function with a spring term that smoothes the surface 
and a metric-preservation term that incorporates both distances23 and area. The 
minimum of the energy function is estimated using an iteration scheme gradually 
yielding the desired shape. 

This energy function and the inflation process in general is described in detail in 
[24]. An example of an inflated mesh can be seen in figure 3.7. 

 

 
Figure 3.7: The figure shows an example of an inflated left hemisphere mesh using the BrainVoyager 
software, the darker colour represent regions which had negative curvature in the original folded 
surface. The smoothing force coefficient used was 0.8. The original surface curvature has been over-
laid. 

 

 

                                                           
23 As distance computations on surfaces containing many vertices faces is very computa-
tionally intensive the Dijkstra algorithm is used, this algorithm yields an overestimate of 
the distances. This bias estimate is then corrected by a scaling factor to obtain an unbiased 
estimate (white noise with zero mean deviation from the true distance)[24]. 
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3.5.5 Unfolding 

The inflated mesh shown in figure 3.7 is useful to provide an overview of the brain 
surface, however to achieve an unfolded representation another step must be com-
pleted.  The cuts used to unfold the mesh are defined as shown in figure 3.8, also 
showing the directions in which to unfold the mesh. BrainVoyager uses an auto-
matic scheme for selection of cuts and unfolding vectors. To improve the localiza-
tion of the cut along the CS a manual definition has been applied in this study. Fi-
nally, the surface is projected onto a plane (two sides), unfolding is now the proc-
ess of warping the regions from the side on which the cuts were made onto the 
other side. 

(a) (b) 
Figure 3.8: Figure (a) shows a medial view of the cuts and unfolding vectors (right hemisphere), the 
cut along the SC has been done manually. The area removed in the middle is not of importance as it 
represents WM and furthermore is the place where the cut between the two hemispheres has been 
done. The different regions has been coloured to allow identification when the mesh has been un-
folded. 
Figure (b) shows the partially unfolded mesh also viewed from the medial side. 

 

3.5.6 Distortion Correction 

The unfolded surface is now a flat representation of the cortical surface, however, 
the unfolding procedure has introduced distortions in the distances on the surface 
as compared to the original mesh (see figure 3.9). In order to reduce these distor-
tions the vertices are moved iteratively to minimize a length distortion energy 
function as described in 3.5.4 [13,24]. The resulting mesh is a flat representation of 
the cortical grey matter where activation can be overlaid by using the original posi-
tions from the folded mesh for each vertex. 
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(a) 
 

(b) 
Figure 3.9: Figure (a) shows the result of unfolding of the right hemisphere, distortions are shown in 
a blue to green colour map note that distortions are most prominent in the region where the unfold-
ing are done. 
Figure (b) shows the same surface after distortion correction in the same colour map note that the 
distortions are reduced considerably. 

 

3.5.7 Physiological Noise 

Because physiological noise is one of the large confounders in fMRI, it is desirable 
to perform some kind of correction for it.  

GLM method 

The GLM method to correct for physiological noise used in this study is based on a 
time series of the physiological noise obtained during scanning. If the exact shape 
of the physiological noise effect was known it would simply be a matter of includ-
ing a predictor in the GLM consisting of the measured physiological time series 
convolved with the known response function. However, first of all, this response 
function is not known (it might vary over subjects) and secondly the shape of the 
response might vary spatially over the brain. The method used is therefore a pre-
dictor (or rather a set of predictors) consisting of the time from last peak detected 
in the physiological time series for each measurement. This is illustrated in figure 
3.10. This predictor is constructed for each slice obtaining a linear (saw tooth) 
shape. By including a predictor for each slice it is possible to model the expected 
actual response for each voxel [12]. This process is done for both respiration and 
cardiac data. The resulting predictors are shown in figure 3.11 [50]. 

It should be noted that by using this method a degree of freedom for the residual is 
lost for each slice (for each noise type)24, this however does not constitute a large 

                                                           
24 As the predictors are generally not orthogonal, the number of degrees of freedom lost are 
usually a little less. 
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problem as the total number of degrees of freedom is quite large in this study 
(around 300-400). 

 

 
Figure 3.10: The figure shows the principle used to construct the predictors for accounting for 
physiological noise in the GLM. The time series plotted in blue is a typical (however rather low rate) 
cardiac25 time series. The red lines denote each volume measurement, the values above are the values 
used in the predictor. This predictor is constructed for each slice obtaining a linear shape for each 
slice. By combining these it is possible to obtain other response shapes. 

 

 
Figure 3.11: Predictors to account for physiological noise. The first 26 columns account for cardiac 
noise and the last 26 account for respiratory noise. The TR used was 1.55 s, the average no. of cardiac 
peaks per minute was 46 and the average no. of respiratory peaks per minute was 15. 

                                                           
25 The cardiac cycle was measured as the blood oxygen content by measuring the light ab-
sorbed by the blood in the subjects’ finger (in the infrared spectrum). This is a reliable 
method to measure cardiac data while scanning. The respiration cycle was obtained by 
using a pneumatic belt. Both are sampled at 50 Hz. 
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4 Experiments 

This chapter provides a description of the most important experiments conducted 
in this study and presents the obtained results. The sections refer to the individual 
experiments. 

4.1 Retinotopic Mapping 

Retinotopic mapping refers to the process of delimitating the borders of the early 
visual areas. This has been done by a vast number of authors [3,18,20,38,68-71,73-
75,81,87,91,98], however, due to the demanding post-processing and data analysis 
the procedure is still not commonly implemented. The first retinotopic mapping 
experiments were performed by [21] and [69] separately. The visual field sign 
(VFS) map method was suggested by Sereno in [69] and is now the standard way 
of delimitating the borders of the visual areas. The VFS is based on the Jacobian (J) 
of a mapping from the visual field to the visual cortex (also known as the visual 
field ratio). The Jacobian can be interpreted as the ratio between local areas (in-
cluding sign/direction) in each of the coordinates. That is, the sign of the Jacobian 
tells whether the representation in the cortex is a mirror representation of the vis-
ual field. Having a mapping between points (u,v) on the flattened 2D representa-
tion of the cortex and the visual field coordinates (φr,φα) the Jacobian is defined as 
shown in equation (4.1). u rφ∇  denotes the radial phase gradient with respect to 
coordinate u in the cortex and so forth. 

( , )
( , )

r α
u r v α v r u α

φ φ
J φ φ φ φ

u v
∂= =∇ ⋅∇ −∇ ⋅∇
∂

 (4.1) 

The first problem is to obtain a mapping between coordinates in the visual field 
and in the visual cortex. This will be done using the experiment described in the 
following sections. [17,20,21,68-70,74,75,82,83,91,95,98] 
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4.1.1 Experimental Setup 

The stimulus was displayed by means of a projector (Canon LV-7545) placed out-
side the Faraday cage. A zoom lens projected the image through a waveguide to a 
back-projection screen behind the subject’s head. A mirror placed above the sub-
jects eyes allowed them to look at the screen (38 cm x 29 cm) from a distance of 88 
cm (l). At this distance the viewing angle was ±9.2° (Emax) in the vertical direction 
and ±12.2° horizontal26. The display resolution was 1024 (horizontal) by 768 (ver-
tical) with 72 Hz refresh rate. The cardiac cycle was recorded using an infrared 
sensor placed on the subject’s left hand index- or little finger at a sampling rate of 
50 Hz.  Similarly the respiratory cycle was monitored using a pneumatic belt also 
with a sampling frequency of 50 Hz. The stimulus was displayed using the IFIS 
system (Psychology Software Tools, Pittsburgh, USA).  

Subjects were informed to report by pressing their right hand index finger when 
the fixation point changed colour from red to green. This change occurred at ran-
dom time points with mean of 4.5s 27  between events.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                           
26 Eccentricities (E) are translated into distances on the screen (r) using the following rela-
tion: tanr l E=  
27 The time between events was drawn from a uniform distribution in the range from 3 to 
6s that is mean 4.5s and 0.87s standard deviation. 
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4.1.2 Visual Stimuli 

To improve the perspectives for clinical use, the visual stimuli were designed using 
the software package E-prime (Psychology Software Tools, Pittsburgh, USA) al-
ready used at the scanner. The implementation is done completely in a script like 
language (inline scripting). A full description of the implementation is beyond the 
scope of this text but commented source code is provided on the web page. 

Two types of visual stimuli were used: an eccentricity and a polar mapping. Both 
showed part of a circular flickering checkerboard reversing at 8 Hz28, which 
through testing29 and according to the literature [23,47] proved to produce good 
results. 

The checkerboard was scaled according to cortical magnification. By separating 
the variables in equation (2.1) and integrating, one obtains the result given in 
equation (4.2). 

( )Δ Δ
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+=
+

= + −
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Estart and Eend represent two eccentricities separated by the cortical distance Δx. The 
eccentricities were translated into positions on the screen as described in section 
4.1.1 

The constants used were A=20 mm and E2=0.5˚ in agreement with the meta analy-
sis from 2001 by Slotnick et al. [72]. Each check was scaled radially to cover 3 mm 
in the cortex, the checks covered a polar angle of 12° yielding a total of 30 slices 
(see figure 4.1a). 

All parameters (including colours, constants and the timing parameters) can be 
changed easily (in a table) – no programming knowledge required. 

Under the assumption that a given region in the cortex is only activated at one an-
gle/radius combination it is possible to show the stimuli without any explicit base-
line condition. This further yields the advantage that only retinotopic areas are 
mapped (activated), because the same activation disregarding position is present at 
all times during the paradigm. 

                                                           
28 8 Hz refers to the frequency of shifts (that is, for a full cycle the rate would be 4 Hz). 
29 An experiment was done to determine the optimal reversal rate the results, however, 
were somewhat inconclusive. There was not a sharp frequency peak but more of a range of 
frequencies between 6 and 40 Hz that showed to produce equally good results.  
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(a) 

 
(b) 

 
(c) 

Figure 4.1a: Full field circular checkerboard. Both the eccentricity- and the polar mapping are based 
on this underlying stimulus. The background intensity was 50% as compared to the white checks 
yielding the same mean luminance as the stimulus. The red fixation point (hardly visible here) cov-
ered 1 pixel and changed colour to green at random time points (mean 4.5 s between) for 0.5 s. The 
checkers reversed intensity at a reversal rate of 8Hz. 
Figure 4.1b: Expanding/contracting rings stimulus.  
Figure 4.1c: Polar angle mapping stimulus (rotating wedge). 
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Eccentricity Mapping 

The eccentricity mapping experiment consists of a ring expanding or contracting 
around a fixed point (see figure 4.1b). The minimum visual angle displayed was 
0.2°. The ring was generated by copying the ring defined in transparent colour 
(background colour at other locations) onto the full field checkerboard stimulus 
using double buffering30. The ring stimulus was scaled to cover 3 mm radially in 
the visual cortex at all times. Furthermore the radial velocity of the ring was scaled 
to provide an activation wave moving at approximately constant velocity in the 
visual cortex. The ring expanded 8 times (starting 7.5 s from the minimum display 
angle) during the first 4 minutes (cycle length 30 s). When the stimulus reached 
the edge it warped around to the middle, always stimulating 3 mm of the visual 
cortex in the radial direction. After the first 4 minutes the stimulus paused for 30 s 
while still displaying the fixation point (occasionally changing colour). For the last 
4 minutes the ring contracted analogous to the first 4 minutes. The position of the 
ring was updated at 8 Hz to provide an almost smooth motion. In later sections 
radial phase will refer to phase (0 to 2π) starting from the fovea (0.2°) going to the 
periphery (9.2°).  

Polar Mapping 

The polar mapping experiment was very similar to the eccentricity mapping, only 
here the ring was replaced with a slice (wedge) moving clockwise the first 4 min-
utes starting from upper vertical (12 o’clock). One full rotation lasted 30 s. After a 
30 s break moving counter-clockwise (see figure 4.1c), the activation of each area 
was therefore approximately 2.7 s. The wedge position was updated at 8 Hz. 

Some discussion exist whether to use one or more wedges and/or rings for stimu-
lation [75,98]. Each time excessive stimuli are added, it introduces some ambiguity 
in the phase determination. Assuming that left hemifield stimuli enter the right 
hemisphere and vice versa, the ambiguity is particularly easy to handle for two 
wedges placed in each of the visual hemifields. For rings or more wedges the issue 
is more difficult to handle [98]. To pursue the issue of using one or two wedges an 
experiment investigating independency between the hemispheres was done. Three 
conditions were shown in a block design; full field circular flickering checkerboard 
(1), left hemifield flickering checkerboard (2) and right hemifield flickering check-
erboard (3), all reversing at 8 Hz. The three conditions were randomized (however 
still keeping the number of session for each stimulus type the same). 

To determine if independency between the hemispheres can be assumed it is in-
vestigated if (1) = (2) + (3), meaning that stimulating each hemifield separately is 
the same as stimulating both at once. Figure 4.2 displays the result of this experi-

                                                           
30 Double buffering refers to drawing to an off-screen buffer and copying the contents of 
the buffer to the screen at each refresh to reduce flickering. 
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ment, showing some interaction between the two hemifields. For this reason all 
stimuli in this study were produced using only one wedge and one ring. However, 
as the difference might not be of practical importance the stimuli design allows 
showing more wedges and rings by changing only a constant.  

 
(a) 

 
(b) 

Figure 4.2: The figures show the difference between stimulating one visual hemifield at a time. Lo-
cations where the response to stimulating both hemispheres is greater than that of stimulating one 
at the time is shown in red, locations where the opposite is true (were there any) is shown  in green. 
The extent is seen to be somewhat restricted to the early visual cortices (V1-V3). Figure (a) and (b) 
show results from two different subjects. The display of this figure is somewhat different than the 
others presented. The upper left picture show a COR cut, upper right show a SAG cut and finally the 
picture in the bottom is a TRA cut. Also the convention  is neurological; this convention is standard 
in SPM2. 

 

4.1.3 Scanning protocol 

Data acquisition was performed using the 3.0 T MR scanner (Trio, Siemens, Erlan-
gen, Germany) at DRCMR, Copenhagen university hospital, Hvidovre.  

Ethics 

The study was performed according to the Helsinki declaration. Subjects gave their 
informed consent. The Scientific Ethics Committee for Frederiksberg and Copen-
hagen Counties approved the MR protocol (journal number (KF) 01-131/03). 
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Anatomical Data 

A structural scan was acquired using a MPRAGE T1 weighted sequence to obtain 
192 slices (1 mm) with a 256x256 acquisition matrix and 256x256 mm FOV. Other 
parameters were: flip angle 9°, TR = 1540 ms and TE = 3.93 ms. 

The scanner was equipped with the standard birdcage head coil. In addition, to test 
the improvement to the segmentation by the use of a surface coil array, an 8 ele-
ment (MRI Devices Corp.) was used in one case. 

Functional Data 

An EPI GE sequence was used to obtain 26 3 mm slices (no gap) with 64x64 acqui-
sition matrix and 192x192 mm FOV yielding a TR of 1.55 s. Slices were recorded 
interleaved31 with a 72˚ FA32 using a standard birdcage head coil. Subject heads 
were supported by the means of a vacuum cushion and foam pads to keep move-
ment to a minimum. Motion compensation was performed at the scanner using 
Siemens software (PACE) [79]. 10 subjects were scanned33. 

4.1.4 Data Analysis 

The images were acquired from the scanner in Dicom format from which it was 
converted to the format used internally in BrainVoyager. 

Structural34 images were corrected for inhomogeneity[92], normalized to Talairach 
space[78] and segmented into grey and white matter[13] to create cortical surface 
representations [13,24,46]. 

Functional images were converted to BrainVoyager format (STC). The pre-
processing steps consisted of motion correction (using BrainVoyager software) 
followed by a slice time correction using sinc interpolation and high pass filtering 

                                                           
31 The interleaved scheme used was as follows: In case of a even number of slices the even 
slices was acquired first, starting from the bottom, whereas in the case of a odd number of 
slices the odd slices where acquired first. 
32 Adjusted according to the Ernst angle (θE) assuming a T1 of 1331 ms (grey matter [97]) to 
obtain optimal SNR.  ( )cos exp -TR

E T1θ =  

33 More subjects were scanned earlier however with a slightly different paradigm due to 
optimization of the stimuli parameters. 
34 Conversion into Analyze-7 format (Mayo Clinic, http://www.mayo.edu/bir/) was also 
performed to test segmentation and bias correction using SPM2 and FSL. 
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(cut off: 1/128 Hz). The functional images was co-registered to the structural scan 
using the position information from the scanner (provided in the Dicom header) 
followed by a fine adjustment by maximizing the mutual information [26]. It 
should be noted that there might still be misalignment due to distortions in the 
EPI images[94]. 

The generally adopted method for analysis of retinotopic data is performed in the 
Fourier domain by determining the phase and amplitude of the frequency compo-
nent defined by the cycle length [5,15,68,98]. 

The method directly implemented in BrainVoyager is a simple cross correlation 
analysis, this was the method first adopted however several limitations are present 
in this technique. First the method (as implemented) only allows estimation of in-
teger lags35. Secondly the simple cross correlation does not allow for inclusion of 
confounders in the model. 

The approach used in this study relies on a GLM to perform the analysis in the 
time domain. This is achieved by adding sine and cosine predictors of the periods 
defined by the cycle length to search for periodic components in the data. This al-
lows for inclusion of confounding predictors in the analysis, thus providing better 
control for aliased noise.  

The resulting design matrix including 2 harmonics of the sine and cosine predic-
tors is shown in figure 4.3, for a discussion on how many harmonics of the sine 
and cosine predictors to use, refer to section 4.1.5.  

 

 

 

 

 

                                                           
35 A way to overcome this is to use a reference time course at higher resolution that the data 
and then shift it by the lag to investigate before it is resampled to the same resolution as the 
data. 
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Figure 4.3: Design matrix (X) for retinotopic mapping experiment; predictors to account for physio-
logical effects and motion have been added. The first to 8 columns are the effects of interest (EOI).  

Columns 1-2: Sine and cosine predictors of frequency 1/30 Hz for the counter-clockwise run (1st harmonic, blue). 
Columns 3-4: Sine and cosine predictors of frequency 1/30 Hz for the clockwise run (1st harmonic, yellow). 
Columns 5-6: Sine and cosine predictors of frequency 1/15 Hz for the counter-clockwise run (2nd harmonic, blue). 
Columns 7-8: Sine and cosine predictors with frequency 1/15 Hz for the clockwise run (2nd harmonic, yellow). 
Columns 9-34: Predictors from cardiac cycle time course described in section 3.5.7 on page 30  (purple). 
Columns 35-60: Predictors from respiration cycle time course described in section 3.5.7 on page 30  (green). 
Columns 61-84:  Predictors from estimated motion parameters described in section 3.4.1 on page 21 (red). 

 

Because the spin history motion predictors proved to have only marginal effect, 
they were omitted from the analysis (also the use of PACE should reduce this effect 
significantly [79]). In cases with no significant movement (judged by visual inspec-
tion of the motion correction parameters) the remaining 12 motion predictors 
were also omitted. Also the response parameters from the fixation point task were 
included by convolving a predictor consisting of delta functions at the time of the 
key-presses with the HRF defined in [8] using the parameters τ=1.25 and δ=2.5. 

As described in section 3.1.2, an estimate of β can still be found in the case of a 
singular design matrix by using a pseudo inverse. It should however be noted, that 
the estimated weight on a single predictor not orthogonal to the others is ambigu-
ous (the solution is not unique). Correlation between confounding predictors does 
not cause problems because it is only necessary to estimate the effect collectively. 

The covariance matrix showing the orthogonality of the design is displayed in 
figure 4.4. 
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Figure 4.4: Cross correlation matrix (absolute values) of the design matrix shown in figure 4.3. White 
areas indicate correlation (either positive or negative). The first 8 predictors (EOI) show no mutual 
colinearity (sine and cosine are orthogonal); also the correlation with the remaining predictors (con-
founders) is negligible. 

 

In case of correlation between EOI and the confounders, only the effects orthogo-
nal to the confounders should be considered. This is done by projecting the con-
founders out of the data and estimating the β weights again, while correcting the 
degrees of freedom accordingly. 

ˆ
iβ  can be used to reconstruct the signal ˆ

iY  at voxel i as shown in equation (4.3) 
where cT is a contrast selecting the EOI. 

ˆˆ T
i i=Y c Xβ  (4.3) 

The (voxel-wise) correlation between the signal and the model is given by equation 
(4.4), ( )2 ˆ

i iσ Y  denotes the variance of the reconstructed signal (EOI) and the de-

nominator is the total variance corrected for serial autocorrelation. 
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A signal to noise ratio (ξ=SNR36) and a correlation coefficient (EOI) is now defined 
as shown in equation (4.5), where σε,i denotes the residual error standard deviation 
in voxel i. This ratio is unsuitable for doing statistical test in the SPM, however it 
will be used to threshold the SPM. 

                                                           
36 The signal to noise ratio is normally defined on a logarithmic (dB) scale. Here, however, 
it is simply the ratio between the signal amplitude and the noise amplitude. 



4.1 Retinotopic Mapping 43 

  

,

ˆˆ( )ξ ˆ
i

i
ε i

σ
σ

= Y  (4.5) 

The phase of the 1st harmonic for the reconstructed signal can be determined by 
using the relation given in equation (4.6) where arctan2 is the four-quadrant in-
verse tangent, β1,i is the sine predictor weight and β2,i is the cosine predictor weight.  
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 (4.6) 

An approximation of uncertainty of the phase estimate can be found by using a 
multivariate Taylor expansion and multiplying the standard deviation estimates37. 
In case of more than one harmonic, another scheme must be used. In the present 
study the hemodynamic peak proved to be a well defined point (the wedge stimu-
lus duration is quite short as compared to the cycle length), consequently the β 
weights are used to determine the peak phase analytically38. 

As previously mentioned, the stimuli are displayed forwards and backwards to al-
low estimation of the hemodynamic lag [68] by using the relation given in equa-
tion (4.7). φ1,i designates the phase estimated from the forward run and φ2,i is the 
phase estimated from the second run (both adjusted to be in the range from 0 to 
2π). 

( )1, 2,(2 ) mod 2
2

i i
i

φ π φ π
τ

− −
=  (4.7) 

The resulting final phase estimate is given by equation (4.8). 

( )1, mod 2i i iφ φ τ π= −  (4.8) 

Obtaining this ratio for both the eccentricity mapping experiment and the polar 
mapping experiment gives a coordinate representation in the coordinates from the 
visual field (φi,r,φi,α) for each voxel (i). 

 

 

 

 

 

                                                           
37 This is not unproblematic as arctan2 is restricted to –π/2 to π/2 and predictors are meas-
ured both clockwise and counter-clockwise (including the last one should decrease the 
standard deviation). 
38 In practice this was accomplished by using a more densely sampled predictor to recon-
struct the signal and locate the maximum value. Thus being a little more computationally 
demanding this solution works for arbitrary no. of harmonics. 
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4.1.5 Results 

How many harmonics? 

The following is concerned with the shape of the hemodynamic response. The ana-
lysis method suggested does not imply any other shape to the hemodynamic re-
sponse than the periodicity, therefore a verification of actual fitted response is de-
sirable. A voxel with representative SNR (ξ=1.1) was used as an example in figure 
4.5 where the MR signal along with the reconstructed signal from the GLM is plot-
ted. The corresponding averaged signal over the first 8 cycles is shown in figure 
4.6. 

 
Figure 4.5: Signal in voxel with ξ=1.1. The original signal (after pre-processing) is shown in blue, the 
reconstructed signal using all predictors (including confounders) is shown in red and finally the sig-
nal reconstructed using the effects of interest is shown in green. The number of harmonics was 2. It is 
seen that the reconstructed signal corresponds quite well to the measured.  
As a remark is can be noted that the SNR would have been (wrongly) estimated at ξ=1.4 if serial 
autocorrelation had not been considered. 
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Figure 4.6: Event related averaging. The signal was first divided into 8 parts (events) corresponding 
to the CCW run of the polar mapping experiment. Because of jittering the signal is not acquired at 
the same time in each event therefore linear interpolation is done in the time series to obtain 8 values 
for each of the (approximately) 20 samples. The 8 values are then averaged and an estimate of the 
variance is obtained, used to construct the confidence interval (using standard t-statistics). The con-
fidence interval shown is created using α=0.05 (type I error). The maximum signal change as com-
pared to the average value with the EOI subtracted was 2.9%. 

 

To investigate how the number of harmonics changes the reconstructed signal 
from 1 to 7 harmonics was used as illustrated in figure 4.7. Adding more than 2 
harmonics only has little effect and as previously shown in figure 4.5 the fit with 2 
or in fact also 1 harmonic is very good.  

 

 
(a) 

 
(b) 

Figure 4.7: Effect of adding harmonics. Figure (a) shows the reconstructed signal using the EOI (at 
higher resolution) from the eccentricity mapping experiment. Figure (b) shows the same (the same 
voxel) for the polar mapping experiment. Note that this is not the same voxel as in figure 4.5 and figure 
4.6, however the SNR is the same (ξ=1.1). The maximum signal change is also 2.9% in this case. 
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Another way to investigate if an analysis method is appropriate is to investigate the 
estimated hemodynamic lag. Figure 4.8 illustrate the reconstructed signal using 1 
and 5 harmonics for the clockwise and the counter-clockwise run. It is seen that 
changing the number of harmonics might influence the estimated phase however 
in cases where the function has a broad peak adding more harmonics does not im-
prove the localization of the peak value. The number of harmonics used in the fol-
lowing will be two because this provides a reasonable fit to the observed signal (see 
figure 4.5). 

 

 
(a)  

(b) 
Figure 4.8: Changing the number of harmonics from 1 (a) to 5 (b) changes the estimated hemodynamic lag 
from 3.1 s to 2.1 s. The red graph is the phase estimated from the CW run (2. run) whereas the blue graph is 
the estimated phase from the first run subtracted from 2π (CW is considered positive due to technical rea-
son in the way BrainVoyager represents lags). The estimated hemodynamic lag is the difference between 
the arrivals of the two responses. This estimation is always based on the maximum value of the recon-
structed signal. The SNR (ξ) of the voxel considered was 0.9. 

 

The findings displayed in this section were also found to be consistent with other 
voxels with SNR higher than 0.7. 

Hemodynamic lag 

Figure 4.9 shows the hemodynamic lag estimate for all voxels scanned. The same 
map averaged over 4 runs (2 x polar, 2 x eccentricity) can be seen in figure 4.10. 
This method for estimating the hemodynamic delay was used in a study by Sereno 
in a pioneer article on retinotopic mapping [68]. However, the experiment was not 
used to investigate the spatial distribution of hemodynamic lags. Because the 
BOLD signal is based on blood delivery, spatial differences might arise due to vary-
ing distances to arteries as investigated by [44]. 

The two scatter plots (figure 4.9 and figure 4.10) indicate that the true hemody-
namic lag in the primary visual cortex is actually closer to 4 s than the 5 s sug-
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gested39 by the canonical HRF in SPM2 (see figure 2.9). This result is also some-
what in conflict with hemodynamic lags of 6-10 s reported by Gössl et al. [35]. 

The corresponding spatial distribution of lags is seen in figure 4.11 . 

 

 
Figure 4.9: Estimated hemodynamic lag. Each cross denotes a voxel. The lag is found to be quite well 
defined for voxels with ξ>1. For ξ<1 the lag assemble noise justifying the use of ξ for thresholding to 
some extent. The mean hemodynamic lag for voxels with ξ>1 is 4.2 s and standard deviation 1.5s.  

 

 
Figure 4.10: Weighted average of estimated hemodynamic lag. This figure is the equivalent of figure 
4.9, but averaged over 4 runs. This is seen to reduce the variance slightly. The ξ is now the average 
over the 4 runs, each of the runs were thresholded at ξ=0.47 before averaging. The mean value for 
voxels with ξ>1 is still 4.2 s, however, the variance is now (naturally) reduced to 0.2 s. 

                                                           
39 A standard t-test does not apply here because the observations (voxels) are not inde-
pendent. 
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(a) 
 

(b) 

 
(c) (d) 

 
(e) 

Figure 4.11: Spatial distribution of hemodynamic lag (time to peak). 
In (a) the activation is overlaid on the structural scan.  
(b) shows the lag overlaid on a folded representation of the cortical surface of the left hemisphere 
(dilated and smoothed GM/WM surface). 
(c) and (d) show inflated versions of left and right hemispheres respectively, with overlaid hemody-
namic lag. 
The view shown in figure (e) is an unfolded view of the right hemisphere, only the occipital cortex 
has been unfolded allowing the unfolding to be done without defining cuts. This method requires 
manual definition of the region of interest and unfolding vectors and is thus very time consuming. 
All hemodynamic lags are in the same colour scale from 0 to 5 s (shown in (a)). The GLM was fitted 
using 5 harmonics. 
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Independent Components 

In order to further investigate the BOLD response in the retinotopic mapping ex-
periments spatial ICA was performed on the data (after the pre-processing steps 
had been performed). To reduce the input data analysis was restricted to the cor-
tex, using a mask constructed from the unfolded representation of the cortex. Vox-
els 1 mm on the inside and 2 mm outside of the smoothed and dilated WM/GM 
surface was included in the mask. Furthermore, the input dimensionality was re-
duced to 30 by using SVD to perform PCA, from the resulting data 30 components 
was extracted using the FastICA algorithm [43]. The components were sorted ac-
cording to the root mean square (RMS) of the dataset reconstructed using only the 
specific component. 

Figure 4.12 shows 5 selected components from the polar mapping experiment and 
the corresponding maps. The maps where threshold using the z-scores method as 
described by McKeown et al. [54]. The first component is expected to describe ac-
tivation related to the key-press. The Talairach coordinate of highest z-score was 
(x, y , z) = (-45,-8,46), this is in the neighbourhood of Brodmann area 4 (primary 
motor cortex). However, this is quite uncertain as the time series does not seems to 
be directly related to the task. Also the activation found using the response predic-
tor from the GLM produced similar maps. The times series of the next four com-
ponents is seen to have peaks at 1/30 Hz and 1/60 corresponding to 1st and 2nd 
harmonic of the visual stimuli. This also provides a strong argument that two har-
monics is sufficient to capture the dynamics of the BOLD response. The remaining 
25 components did not have time series or maps related to the stimuli, rather some 
seemed to be related to movement or physiological noise. 

Similar results from the eccentricity mapping experiment are shown in figure 4.13, 
the merged map of the two components show that the components are restricted 
to the visual cortex. Results obtained from other subjects (data not shown) were 
similar. 
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Figure 4.12: Selected independent components for polar mapping experiment. The 5 rows corre-
spond to each their (spatial) independent component. The first column show the time series (signal 
in AU) the second column the Yule-Walker power spectrum density (32nd AR model, 256 Fourier 
components, mean was subtracted). The last column shows the corresponding maps in an isometric 
view. Note that the signs of the components are arbitrary. 

 

 
(a) 

 
(b) 

Figure 4.13: Independent components for eccentricity mapping experiment. Figure (a) shows two 
components showing agreement with the visual stimuli (note that the components appear as a sine 
and cosine wave). Also the power spectrum (same parameter as in figure 4.12) is shown. Figure (b) 
shows the merged map of the two components (colouring is based on the z-score).  
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Retinotopic maps 

Figure 4.14 shows the estimated phases from the eccentricity mapping experiment 
and figure 4.15 shows similar results from the polar mapping experiment. The 
isometric views proved very consistent over subjects however the surface represen-
tation showed to be very dependent on the co-registration between the structural 
and the functional scan. Also the segmentation has great impact on the results. In 
order to provide a good surface representation time consuming manual editing of 
both co-registration and segmentation proved necessary. 

 

(a) 
 

(b) 

(c) (d) 
Figure 4.14: Phases from eccentricity mapping experiment. Figure (a) shows an isometric view. 
(b) and (c) are inflated versions of the left and right hemispheres. Finally figure (d) show a stan-
dard unfolded view of the left hemisphere. The colour map is the same for all the 4 figures and 
voxels having ξ>0.7 are considered active. The functional overlays have been interpolated linearly 
to match the 1x1x1 mm resolution of the structural scan, other than this no smoothing has been 
applied. 
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(a) 
 

(b) 

(c) 
 

(d) 
Figure 4.15: Phases from polar mapping experiment. Figure (a) shows an isometric view. Due to 
the limitated number of overlay colours possible in BrainVoyager, only phases for the left hemi-
sphere is shown (all the phases larger than π are set to zero). It is seen that visual input from the 
right visual hemifield is almost completely restricted to the left hemisphere (phases up to π). This 
is exactly what is expected and provides a strong argument that the analysis is quite robust. 
(b) and (c) are inflated versions of the left and right hemispheres. Finally figure (d) shows a stan-
dard unfolded view of the left hemisphere. The colour map is the same for all the 4 figures and 
voxels having ξ>0.7 are considered active. The functional overlays have been interpolated linearly 
to match the 1x1x1 mm resolution of the structural scan, other than this no smoothing has been 
applied. 

 

The VFS map computation relies on local gradients on the unfolded surface and is 
therefore extremely vulnerable to noise and misalignment between the structural 
and the functional scan. To address problems related to noise in the surface phase 
maps a smoothing was applied before calculation of the visual field sign maps40. 
Calculations of the VFS before smoothing reveal maps looking completely ran-
dom. The resulting map is shown for one subject in figure 4.16. Although not 

                                                           
40 Using a 5 mm standard deviation Gaussian filter as implemented in BrainVoyager. 
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completely convincing the maps are actually comparable and consistent with the 
literature [75]. To limit the extent of this section only a set of images from one 
subject is shown. 

 

 
(a) 

 
(b) 

 
(c) (d) 

Figure 4.16: Visual Field Sign maps. Figure (a) shows the VFS map for an inflated version of the 
left hemispehere, the thin blue line is denotes the CS. Figure (b) shows an unfolded version based 
on a cut along the CS, the map is only partly corrected for distortions to reveal the location of the 
cut. Figure (c) shows an inflated view of the right hemisphere with the CS marked. Figure (d) show 
the unfolded and distortion corrected (to 14% linear distortion) version of the right hemisphere. 
Areas with negative VFS (mirror image representation) is shown in green, whereas areas with 
positive VFS is blue. V1 has negative VFS and is expected to be placed on both sides of the CS (up-
per visual field go to the lower part of V1 and vice versa). V2 has positive VFS and V3 have nega-
tive VFS. Visual areas higher than this usually does not provide good mapping results using VFS 
maps [75,98]. 
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Perimetry 

Having obtained the mapping from the visual field to the cortex other investiga-
tions are also possible. One example presented here is a method to do perimetry by 
back projecting the activation to the visual field. This type of investigation was 
suggested by Morland et al. [56], but reproducibility does not seem to have been 
investigated. 

The general idea is simply to plot each combination of detected phases (ϕα,ϕr) on a 
representation of the visual field, consistent with the method used in multifocal 
Visual Evoked Potential (VEP) studies [40]. This map is bound to be very vulner-
able to noise and the threshold selected. Noise is expected to occur in random 
phases and therefore spread all over the visual field causing difficulties in localiza-
tion of possible scotomas41. Because the visual field is represented more densely in 
the cortex at low eccentricities this type of visualization does not provide the opti-
mal information and thus other methods should be considered. 

It should also be noted that this technique needs to be investigated further in rela-
tion to reproducibility and consistency both on normal subjects and subjects 
known to have scotomas42. 

 
(a)  

(b) 
Figure 4.17: Perimetry. Figure (a) shows the activation back projected to the visual field each blue 
dot represents a voxel (only voxels with ξ>0.7 were considered). The figure is a linear display of the 
phases in the radial direction meaning that the figure does not represent the visual field (it has 
been scaled with the cortical magnification). This figure should optimally provide the same activa-
tion for all radii, which is approximately the case (verified by plotting histograms of the phases). 
Figure (b) shows the same backprojection however taking the cortical magnification into account 
more activated voxels are (naturally) seen near the fovea. This illustrates that another representa-
tion of the visual field (such as a 3 dimensional histogram) would clearly be preferred. 

 

                                                           
41 Area of diminished vision within the visual field. 
42 The method should also be compared to other means of visual field testing such as multi-
focal VEP. 
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4.2 Stereo Vision 

The following section describes an experiment intended to investigate response to 
disparity/stereo visual input (different stimuli on each eye). To display different 
stimuli on each eye, two screens would normally be needed. However, using a 
technique known as colour coded 3-D makes it possible by using a combination of 
coloured glass in front of the subjects eyes [39]. An affine transformation of two 
images recorded with displaced cameras is used to form the final image. The 
method is adopted from [39] and implemented by Per Skafte Hansen, Danish 
Bankers’ Association.  

4.2.1 Experimental Setup and Data Acquisition 

The experimental setup is very similar to the one described in retinotopic mapping 
experiment, the only difference being that the subjects viewed the screen trough a 
set of magenta/olive coloured spectacles. 

4.2.2 Visual Stimuli 

A total of 11 different colour coded images were shown as illustrated in figure 4.18. 
Changing the visual stimuli from non-stereo to colour coded 3-D changes the col-
ours in the image – therefore a response simply due to differences in colour would 
be expected. To minimize this effect the 3-D effect was added gradually by simply 
alpha blending the registered 3-D image onto the original non 3-D image. The 
gradual change to 3-D was linear (α = 0 to 1) and occurred over 1843 steps, each 
step lasting 0.15 s. The final image (α = 1) was shown for 3 s followed by a gradual 
change back to non 3-D over 5 s (over 8 steps). 

Each image existed in four versions: A normal colour version, a colour coded 3-D 
version, a black and white version and a black and white version with colour coded 
3-D effect. These images were shown in a randomized event related paradigm each 
image being shown 7 times. In addition, to add randomization 14 null events were 
introduced (images displayed without adding 3-D effect). Further randomization 
was introduced by incorporating a variable break before the beginning of the grad-
ual change to 3-D. The break time was drawn randomly from a list of values with 
mean 1.7 s and standard deviation 1.0 s. The paradigm lasted approximately 19 
minutes. 

The subjects were told to report (by pressing their right hand index finger) when 
they experienced an increased feeling of depth in the image. Pressing a button is 
known to produce activation in both the motor and sensory areas. However, the 

                                                           
43 The 18 steps are the intermediate giving a total of 20 steps. 
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region of interest (visual cortices) is quite far away from these activation areas and 
therefore the task should not pose a problem [14,37]. This paradigm was also im-
plemented in E-Prime (Psychology Software Tools, Pittsburgh, USA). 

 

   

   

   

   
Figure 4.18: The 11 colour coded images. The image in the lower right corner is shown in the colour 
coded 3-D version of the image just to the left of it. 
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4.2.3 Data Acquisition  

The scanning protocol was identical to the one used for retinotopic mapping how-
ever 40 slices were acquired to obtain full brain coverage resulting in a TR of 2.37 
seconds. A total of 477 volumes were recorded.  

 

4.2.4 Data Analysis 

Pre-processing steps are identical to the retinotopic mapping experiment.  

The analysis was performed by using a GLM with the predictors corresponding to 
the time of the key-press44 convolved with the HRF defined in [8] using the pa-
rameters τ=1.25 and δ=2.5. Unfortunately, the physiological recordings were lost 
due to hardware malfunction and therefore these parameters could not be in-
cluded in the GLM. 

4.2.5 Results 

Only one subject was scanned with both the retinotopic mapping paradigm and 
stereovision. Unfortunately the quality of the scan did not allow for a good delimi-
tation of the visual borders the result show are therefore highly preliminary.  

The following shows the activation observed from at the time of the keypress activ-
ity believed to be related to the key-press (although more anterior than expected) 
is seen in the left hemisphere as expected. The activation is seen to be restricted 
primarily to secondary visual cortices. However as delimitation of the visual bor-
ders were not possible any conclusive statements to which areas are activated can-
not be given. Table 4.1 show activation sites (of maximum t-values) with the re-
lated Brodmann areas (BA). The activation in BA 19 is denoted V5/MT based on 
coordinates found by Friston et al. [27]. Coordinates in BA 18 are believed to be 
part of V3 or V4. Exact localization is not possible without delimitation of the vis-
ual borders because of the possible displacements between subject according to 
[17]. However, the coordinates is in agreement with activation in the occipital lobe 
found by Beer et al. 2002 during a movement related task and supports the pro-
posal that the area is related to perception of optical displacements at different 
depths (3-D vision) [7]. 

                                                           
44 In case of key-presses at times with no 3-D effect present these event was removed (how-
ever no such events were present). Also events where the subject (accidentally) had pressed 
more than one button or the same button twice were regarded as one event. 

Versions with events separated into colour and black/white events were also tried, how-
ever, no difference between the two event types was detected. 
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The activation of BA area 40, 41, 42 and 44 is believed to be related to the response 
task (motion and judgement of 3-D perception), as these areas are close to the pri-
mary motor and sensory areas. 

 

Table 4.1: Stereo vision. Coordinates of maximum t-values found during the stereovision paradigm. 
Coordinates are Talairach coordinates in mm [78]. Labelling BA was done using the Talairach dea-
mon [48]. A t-value of 3.0 corresponds to p=0.05 (FDR). 

t 

(475 degrees of freedom) 

Talairach coor-
dinate 

(x, y, z) 

Description 

8.551 -62, -7, 10 Left temporal lobe, BA 42 

7.872 47, -71, -11 Right occipital lobe, secondary visual area, BA 19 
(V5/MT) 

7.256 -53, -30, 40 Left Parietal Lobe, BA 40 

6.535 -52, -17, 14 Left Temporal Lobe, BA 41 

6.174 -51, -74, -8 Left occipital lobe, secondary visual area, BA 19 
(V5/MT) 

6.096 -52, -30, 39 Left temporal lobe, BA 40 

5.708 -35, -91, 1 Left occipital lobe, secondary visual area, BA 18 

5.427 -54, 14, 10 Left temporal lobe, BA 44 

4.851 53, 13, 8 Right frontal lobe, BA 44 

4.95 11, -85, -7 Right occipital lobe, secondary visual area, BA 18 
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(a) 
 

(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Figure 4.19: Stereo vision. Figure (a) shows the activation in a isometric view. Figure (b) shows the 
activation in the right hemisphere as an inflated view activation is seen primarily in what is ex-
pected to be higher visual cortices (V3 and higher). This is further illustrated in figure (c) where 
the activation from the polar mapping (yellow-red confirms to lower right-upper right visual 
field). A similar of the left hemisphere is shown in figure (d), note the activation in the more ante-
rior part believed to be caused by motor activity (key-press). Figure (e) shows an unfolded view 
(right hemisphere) due to errors in segmentation the view is quite distorted. An attempt to visual-
ize the field sign map although appropriate for delimitation of the visual borders is seen in figure 
(f). In all the figures voxels exceeding a threshold of p=0.01 (FDR) was considered active. 
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4.3 V5-V1 Back Projection 

This experiment was provided by Professor, dr. phil. Axel Larsen, department of 
psychology, University of Copenhagen (KU). Only the basic idea of the study 
(enough to motivate it) will be presented. The experiment aims to prove the exis-
tence of back projections from V5/MT (motor area in the visual cortex) to the 
primary visual cortex (V1). The general hypothesis is that activation in V1 is 
needed for visual awareness, as suggested in [62]. The paradigm exploits the con-
cept of imaging or apparent motion (AM). If two visual stimuli are shown suffi-
ciently close to each other both temporally and spatially the actual perception is 
not two distinct events but rather a motion from one point to another. 

 

4.3.1 Experimental Setup 

The experimental setup and data acquisition is identical to the one described in 
section 4.1. The only difference was that the number of acquired images in this 
study was 485, each consisting of 26 slices. 

 

4.3.2 Visual Stimuli 

The visual stimuli are presented in a standard block design without randomiza-
tion. The stimuli consist of 4 different block types and one baseline block. Each 
block lasted 15 s including the baseline yielding a frequency of each block of 
1/75Hz fast enough to avoid collision with the high pass filter. The 
blocks/conditions were as follows: 

0. Baseline 

1. Apparent motion (AM) 

2. Flashing bars (FB) 

3. Real motion (RM) 

4. Flashing dots (FD) 

A red one pixel fixation point was shown in the middle of the visual field at all 
times (including baseline). Subjects were informed to keep their focus on the fixa-
tion point at all times but no explicit control task was implemented.  

The first condition (AM) consisted of four dots as shown in figure 4.20a. The two 
dots denoted 1 was displayed (400 ms blink) followed shortly by the dots denoted 
2 (400 ms blink) to create an apparent motion effect. This cycle rate of 800 ms was 
identical in all the following conditions.  
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In the FB condition two bars connecting the dots (1-2) from AM are shown. The 
time to show the bars was scaled to provide equal mean luminance as the other 
conditions (see figure 4.20b). 

In the RM condition (figure 4.20c) the dot moved as smoothly as the refresh rate of 
the screen (60 Hz) between 1-2 (both forwards and backwards).  

The last condition FD (figure 4.20d) consisted of dots at all four points simply 
blinking on and off (400 ms on, 400 ms off).  

 

(a) 
 

(b) 

(c) 
 

(d) 
Figure 4.20: Visual stimuli for V5-V1 backprojection paradigm. The two inner rectangles (de-
noted 1 in figure (a)) are shown 7 pixels off center and the distance between the rectangles inner 
and outer rectangle (denoted 2 in figure (a)) is 120 pixels. This corresponds to an eccentricities of 
0.2° and 3.1° respectively (or ϕr = 0 rad and ϕr = 1.2 rad). 

 

4.3.3 Data Analysis 

Pre-processing steps are identical to the ones described earlier. 

A predictor was formed for each of the 4 conditions by convolving a vector de-
scribing the block design (value 1 during the block and 0 at other times) with the 
HRF defined in [8] using the parameters τ=1.25 and δ=2.5. Physiological predic-
tors were added along with movement predictors where appropriate (judged by 
visual inspection of the motion correction time series).  

4.3.4 Results 

5 different contrasts were constructed to allow visualization of the conditions. One 
for each conditions and one showing areas more activated by the AM condition 
than by the FD condition ([1 0 0 -1]T). 

Figure 4.21 shows the results from one subject. The two blue areas denoted by 
green ellipses on the figure are believed to be the activation due to the two flashing 
dots shown in one hemifield. When compared to the other figures, a clear indica-
tion exists that these two areas is connected by activation (area between the dots) 
in the other conditions. This furthermore provides a strong indication, that a back 
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projection from V5 (motion) is present and activates the not physically activated 
area in V1. The threshold is quite low, however, the two dots does not become 
connected in the FD condition despite of lowered threshold (parameter estimates 
are negative). Furthermore, the low threshold might in fact be reasonable accord-
ing to Genovese et al. [34]. 

  

 
(a) (b) 

 
(c) 

(d) 
 

(e) 
 

(f) 
Figure 4.21: Results for V5-V1 back projection paradigm. Figure (a) shows the positive activation 
due to the FD condition (blue); this activation is shown in all figures from (a) to (e). In figure (a) 
the two green ellipses denote areas believed to represent the direct activation from the blinking 
dots. Figure (b) shows activation in the FB condition (red), figure (c) shows activation from RM 
condition (green), figure (d) shows activation in the AM condition (pink). Finally areas where 
activation due to the AM condition was greater than for the FD condition is shown in yellow in 
figure (e). Figure (f) shows the same as e for the left hemisphere however on a folded surface. The 
red lines in figures (a)-(e) are the borders between the first 3 visual areas found by the VFS compu-
tation. Voxels passing threshold of 0.20 (FDR) were considered active. 
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4.4 Other Results 

4.4.1 Physiological Noise and Serial Correlation 

The following section investigates the relation between serial autocorrelations in 
the residual time series and the inclusion of physiological parameters in the GLM 
used for analysis. The data used for this investigation is the time series from the 
V5-V1 back projection experiments described in section 4.3. This experiment was 
chosen because it consists of the largest number of time points and therefore al-
lows for the best estimation of the 1st order AR (AR(1)) model coefficients. 

First the GLM was fitted without the inclusion of physiological noise. The resulting 
AR(1) coefficients are presented in figure 4.22a. As already argued (see section 
3.1.3) considerable positive autocorrelation is present. As expected after correction 
with the AR(1) model and a refit of the GLM, the estimated AR(1) coefficients are 
decreased considerably (see figure 4.22b). As physiological noise is temporally cor-
related, the inclusion of these confounds is expected to reduce residual autocorre-
lation. The result after inclusion of physiological noise is shown in figure 4.23. 

The figure indicate that there might be a small advantage with respect to decreas-
ing serial autocorrelations by doing correction for physiological noise, however the 
difference is only very small, therefore the colour map is scaled and the threshold 
is lowered. 

Figure 4.23 therefore indicates that the effect on residual autocorrelation by inclu-
sion of physiological parameters is only marginal (the effect on residual serial 
autocorrelation is negative in a considerable fraction of the voxels). This further 
indicates that the main course of serial autocorrelation is not physiological noise. 

 

 

 

 
(a) 

 
(b) 

Figure 4.22: Estimated AR(1) model coefficients. Figure (a) shows the estimated coefficients (ϕ1,i) 
before correction by AR(1) model whereas (b) shows the same after correction. 
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(a) 

 
(b) 

 
(c) 

Figure 4.23: Difference in the AR(1) coefficients with and without modelling of physiological noise. 
Figure a shows a isometric view whereas (b) (view from the left side) and (c) (view of the right hemi-
sphere) show the effect in cortical regions by overlaying the coefficients on the dilated and smoothed 
WM/GM surface. The values shown are the difference between the absolute value of the AR(1) model 
coefficients without correction for physiological noise and the same values using correction for 
physiological noise. That is: 1, ,uncorrected 1, ,correctedd i i= −φ φ φ . Blue/green regions denote regions 
where autocorrelation is increased by physiological noise in the GLM and red/yellow regions places 
where a decrease is observed. Figure a is thresholded at 0.005d =φ . It should be noted that figure 
(b) and (c) are not thresholded meaning that regions not covered by the functional scan or where the 
difference is zero are blue (ϕd=0). 
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4.4.2 Retinotopic Mapping and Robustness 

No explicit test for reproducibility has been implemented; however, the following 
results indicate that activation is in fact quite robust. The retinotopic mapping ex-
periment was done on a patient suffering from epilepsy. Movement during the 
scanning session was so severe that the structural scan was useless for reconstruc-
tion of anatomical features. Still the results from the functional scan provide acti-
vation (see figure 4.24), even though the movement correction parameters re-
vealed massive movement during the scan. This indicates that the activation is 
quite robust with respect to noise. 

 

 
(a)  

(b) 

 
(c) 

Figure 4.24: Robustness of the retinotopic mapping activation. Figure (a) shows the results from the 
eccentricity mapping experiment the activation threshold it set to p=0.07 (FDR). Movement related 
artefacts are visible at the edges of the brain. Figure (b) shows the same for the polar mapping ex-
periment here the threshold is selected at p=0.05 (FDR) also here problems related to noise (activa-
tion elsewhere than the visual cortex) is visible, the position indicated by the cross is the approximate 
location of a tumour (activity is seen to be absent in this region). Figure (c) shows the activation from 
figure (b) in a sliced version of the reconstructed surface of the head. Note that the quality of the 
structural scan is quite low (noise due to movement) and anatomical features are hardly visible. The 
structural scan did not have quality sufficient for segmentation. 
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5 Discussion 

The work with different software packages have been challenging especially in 
cases where functions were not working as expected or not yet implemented. This 
occurred several times with the recently released (May 2004) BrainVoyager QX 1.0 
which has been used extensively (in pre-release versions) during the project. When 
problems occurred the choice was to either write the appropriate routines or use 
other software packages (both of which have been done in the project). 

Before using any methods clinically, reproducibility of the results have to be 
proven. In this study this issue has not been addressed thoroughly, mostly due to 
the time limitations. However, although the methods described in this thesis have 
not been fully tested they provide a set of tools useful for investigating the visual 
cortex. Long term applications include pre-surgical planning and scientific studies 
of the brain. In this context a study using the retinotopic mapping described in 
section 4.1 have been planned aiming to investigate vision in patients suffering 
from Optic Neuritis45.  

Although very preliminary and not examined on sufficient subjects to make con-
clusions, the perimetry study performed has interesting perspectives for investiga-
tions on clinically relevant patients.   

The preliminary results obtained with the V5-V1 back projection paradigm 
strongly indicated the presence of V5-V1 back projection. This issue has been ex-
tensively investigated by others and is still an unanswered question [62]. The re-
sults obtained in this study are, although only preliminary, interesting and hope-
fully helpful in unraveling the questions of V5-V1 back projection.  

In the experiment concerning stereo vision the results showed that activation was 
seen mostly in secondary visual areas believed to be V3 and V5. This is in accor-
dance with assumptions that the stereoscopic pathways include additional process-
ing beyond V1 and that neurons in V3 may play a special role in the stereo path-
way [1,4]. In addition to V3 the results in this study showed activation widespread 
in the extrastriate cortex, also consistent with previous findings[4].  

The hemodynamic lag found in this study showed conflicting results when com-
paring with other findings [35]. This indicates that another HRF might be appro-

                                                           
45 Degeneration of the myelin sheet surrounding the optic nerve believed to be an onset 
symptom of Multiple Sclerosis[77]. 
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priate in the visual cortex. Although a difference of 1 s may not influence the find-
ings of activation, a possibility exist, that activation could be lost due to inadequate 
HRF timing. This should however be subjected to further investigations before any 
conclusive statements are made. 

The functional mapping of the visual cortex produced results comparable to the 
literature [17,20,21,68,69,95] and consistency of the activation between all subjects 
scanned46 was seen. This indicates that the paradigm and the GLM used for analy-
sis are sufficient and no adjustments are required in order to obtain reliable results. 
Other experiments could therefore be interesting using other imaging methods, 
having less detection power but expected to have better localization such as EPI 
spin echo or arterial spin labelling47 instead of EPI GE used in these studies 
[6,58,96]. 

 Even though the activation is seen to be quite robust, the assignments of the activ-
ity to the cortical surface could be improved in relation to both the quality and 
automation.    

A possible large cofounder in assigning activation data to the reconstructed surface 
is misalignment between the functional and the structural scan. Even though the 
positioning from the scanner was saved, fine adjustment was needed. The maxi-
mum likelihood method implemented in SPM2 [26] or BrainVoyager usually did 
not provide satisfactory results and manual editing was necessary. The functional 
scan did not provide full brain coverage, adding more slices might improve the 
automatic co-registration. Another more severe reason for misalignment might be 
distortions in the EPI images, systematic spatial distortion in EPI images have been 
reported by Wald et al. [94]. Furthermore retinotopic mapping studies in the lit-
erature is usually performed at 1.5 T [20,69,71,75,98] and distortions are know to 
be more severe at higher field strengths. In addition, some authors [98] have used 
special sequences or compromised the timing parameters to obtain distortion free 
EPI images.  

A method for doing retinotopic mapping using a volumetric approach has been 
suggested by Dumoulin et al. [18]. This method should be sufficient to create re-
gions of interest according to the visual areas. The advantage of this method is that 
an accurate segmentation into grey and white matter is not necessary. 

Because the estimation of the Jacobian and thereby the delimitation of the borders 
between the visual area is extremely vulnerable to noise in the phase maps another 
approach might be considered. The two radial and the polar phase maps could be 
normalized to a template by the use of a statistical shape model. This method has 
been pursued by Dougherty et al. [17]. 

                                                           
46 10 subjects have been scanned using the same stimulus for retinotopic mapping all these 
produced consistent results, however due to time limitation only 3 have been analyzed us-
ing surface based analysis. 
47 One preliminary result has already been done however results did not shown activation – 
more research is being done. 
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In fMRI there is strong tradition for doing multi subject analysis; this is, however, 
not a standard procedure for surface based studies. This is related to the fact that 
there might be large anatomical differences between subjects. A method to align 
surface maps has been suggested by Fischl et al. [24]. This method involves inflat-
ing each hemisphere to a sphere. The spheres from different subjects are then 
aligned (rotation) to obtain a matching structure (based on the curvature from the 
original folded surface model). This technique could be adopted to use the delimi-
tated borders of the visual areas for alignment. This might reduce variability be-
tween subjects considerable as quite large differences in the visual areas have been 
reported [17]. 

The experiments addressed in this study are as previously stated quite noise vul-
nerable. Because the methods used in this study did not exhibit sufficient sensitiv-
ity in regards to noise other methods like ICA or PCA was considered. However, 
due to time limitations this has not yet been implemented. One way to perform 
this implementation would be to use every four voxels or so in search for global 
variations in the time series thereby identifying common components for the en-
tire brain (such as physiological noise and movement). By filtering the data with 
the components found, noise could potentially be reduced considerable. This how-
ever remains to be established and further investigations on the topic are needed.   

By including physiological parameters in the analysis it is possible to disregard ac-
tivation due to these confounders. In addition, it is expected to reduce residual 
autocorrelation. In this study no reliable results were obtained concerning this is-
sue and further investigations are needed in order to draw final conclusions. How-
ever, the results did indicate that the main reason for serial autocorrelations is not 
physiological noise. Because the results are obtained using only the standard 
method implemented in BrainVoyager one way to further investigate this issue 
could be the use of other methods to estimate AR model coefficients. Furthermore, 
the effects of adding higher order AR models could be investigated. In addition, 
the effect on residual serial autocorrelations by performing noise filtering by ICA.   
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 Conclusion 

The method used for segmentation, inflation and unfolding of the cortex based on 
the structural images proved efficient for reconstructing the cortical grey matter 
surface and for overlaying activity found in the analysis of the functional images. 

This study used a GLM for analysis of functional mapping of the visual cortex. The 
methods used proved robust related to sensitivity and noise. By comparing the re-
sult obtained in the retinotopic mapping experiment to an ICA of the data it was 
found that 2 harmonics were enough to describe the dynamics of the BOLD re-
sponse. An estimation of the hemodynamic lag was performed and a value of ap-
proximately 4.2 s (time to peak) was observed. Delimitation of the borders of the 
visual areas was performed, however, the method was not able to provide conclu-
sive results in all subjects. This problem was probably related to misalignment be-
tween the structural and the functional images. 

The presence of a V5-V1 back projection was strongly indicated by the result ob-
tained in the V5-V1 back projection paradigm, and further investigations of this 
topic is ongoing. In addition the retinotopic mapping described has been planned 
for clinically investigations of patients with Optic Neuritis.  

The proposed stereo vision stimuli showed a possible activation of V5, V3 and 
other secondary visual areas in response to the colour coded 3-D images displayed.  

Furthermore, the investigation of physiological noise parameters provided indica-
tion that physiological noise is not one of the main causes of residual autocorrela-
tion in fMRI data. 
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