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Abstract. We present a semantics for the statechart variant implemented in the Statemate product of i-Logix.
Our semantics enables distributed code generation for Statemate models in the context of rapid prototyping for
embedded control applications. We argue that it seems impossible to efficiently generate distributed code using
the original Statemate semantics. The new, distributed semantics has the advantages that, first, it enables the
generation of efficient distributed code, second, it preserves many aspects of the original semantics for those parts
of a model that are not distributed, and third, the changes made regarding the interaction of distributed model
parts are similar to the interaction between the model and its environment in the original semantics, thus giving
designers a familiar execution model. The semantics has been implemented in Grace, a framework for rapid
prototyping code generation for embedded control applications.
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1. Introduction

The continually rising complexity of embedded control systems, shorter time-to-market requirements and shorter
innovation cycles make the use of high-level CASE tools to design these systems imperative. Statecharts, as orig-
inally proposed by Harel [Har87] and implemented in the i-Logix Statemate product [HaP96] or – featuring
a different semantics – in various UML toolsets, have become the standard visual method for capturing the
behaviour of reactive system components in embedded control systems (see e.g. [JaM01, DaC01]).

To find errors in a design as early as possible, a model-based design process [vBK98, Bec99, LIS02] is
adopted more andmore often in the automotive and avionics industry, i.e. the specification consists of executable
models (in the sense of parts, modules) that can be tested either by simulation or, with rapid prototyping, even
in a real environment. The Statemate tool supports this process by supplying a simulator, a formal verification
environment ([BDW00]) and code generators for prototyping.

However, especially in automotive and avionics applications, the functionality of modern embedded control
applications becomes more and more distributed. This applies to ‘simple’ information sharing between different
applications (i.e. a car’s door and key controller might supply information regarding whether the car is occupied,
which might be of interest to another module controlling light or air conditioning) as well as to the distribution
of a single application (i.e. a navigation system might consist of a display at the instrument panel, maps and a
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positioning system in the trunk and different intelligent sensors at the steering wheel, the tyres and the engine).
Therefore, it is desirable to model distributed parts of a system in a single model. Statecharts as implemented in
the Statemate tool, on the other hand, are synchronous in the sense that the automata, of which they consist,
run in step-lock mode and data has to be communicated between these automata at each step (see definition of
the Statemate semantics in [HaN96] or [DJH98]).

In this paperwe argue that it seems impossible to efficiently generate distributed code fromaStatematemodel
using the original semantics. We therefore propose a new one, the so-called distributed semantics of Statemate
models. Benefits of this semantics are, first, that it enables the generation of efficient distributed code, second, that
it preserves many aspects of the original semantics for those parts of a model that are not distributed, and third,
that the changes made regarding the interaction of distributed model parts are similar to the interaction between
the model and its environment in the original semantics, thus giving designers a familiar execution model.

1.1. Related Work

The problem of desynchronising models specified in a synchronous language has been extensively studied by
Benveniste et al. (see e.g. [BCG99, BCG01]). However, they confine themselves to purely synchronous languages
like ESTEREL ([Ber95]), LUSTRE ([Hal93]) and SIGNAL ([GuG91]) and are driven more by correctness issues,
trying to preserve the behaviour of the synchronous design even when executing it asynchronously. We, on the
other hand, are driven by performance issues, acknowledging the fact that the behaviour of the systemwill change
when changing the semantics, and referring the question of whether the important functional properties of the
system are still met to formal verification (see section 3.4).1 However, the model of GALS (Globally Asynchro-
nous, Locally Synchronous) architectures used by Benveniste et al. is very similar to our distributed semantics
for Statemate models.

The Titus ([LEK98]) and Ptolemy ([CKL95]) projects, though different from each other and from our work
in the supported specification languages and target architectures, address many of the problems we encountered
when defining the distributed semantics. Specifically, the notion of computation routes given in Section 2 is derived
from similar observations in the Titus project.

The Procos compiler ([Spr96]) was developed at BMWto enable rapid prototyping code generation for State-
mate designs. Although it provided mechanisms for distributed code generation (namely, an execution model
consisting of a set of processes, each equipped with its own input queue), a formal semantics was never completely
defined andwork on this compiler seems to have been discontinued.However, many observationsmade in [Spr96]
were also a basis for our work (see Section 2).

1.2. Overview

This paper is organised as follows. Section 2 gives an informal overview over the original Statemate semantics,
discusses distributed architectures andmotivates many of the choices taken while defining our distributed seman-
tics. In Section 3 we formally define this semantics. Section 4 discusses current and further work, while Section 5
concludes the paper.

2. Distributed Execution

2.1. An example Statemate model

To highlight our main motivation for defining a semantics for distributed execution of Statemate models, we
will take a look at the very simple example in Fig. 1. The application consists of two activities, one of which is
connected with the environment. The idea is that whenever this activity A1 ‘sees’ a new value on its input I it
does some precomputation to obtain a modified (i.e. smoothed, scaled or otherwise transformed) input value J.
This is passed to activity A2 which computes a result K to be written to some actuator, using local variable L
during computation. K is passed back to A1 which after some transformation (i.e. protocol encoding) writes the

1 Note that checking these properties is often easier than checking for a complete behavioural equivalence.
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Fig. 1. Simple example of a Statemate model. Activity- and statecharts have been combined in one picture. States of statecharts are shown
as rectangles with rounded corners. Arrows between them denote transitions. They are labelled with a guard/action pair in the usual way. All
other rectangles denote activities, with arrows between them showing dataflows. Rectangles with dashed borders are external activities.

output value O to the actuator. Since the actual computations done do not matter for our discussion, the only
calculation shown in the figure is incrementing the respective values.

It is helpful to notice that one of the features of this example is characteristic for a broad class of embedded
control applications, namely the existence of so-called computation routes: computation routes consist of those
parts of the model that input data passes through during its transformation to output data. The execution of
a computation route is usually started via an event, i.e. a timer runs out, a sensor signals the existence of new
values, a device sends an interrupt or something similar.2 This event causes one (or more) component(s) of the
application to read some values (from sensors, or from internal system state in memory, or from devices, . . . ),
compute intermediate results and pass them on to further components. These components in turn read those
intermediate results, compute new ones and make them available to yet other components. This continues until
the final results are computed, which are then sent to actuators, written to memory or used to update system
state. In this way, all components usually run through the same cycle repeatedly: they wait for an event that sig-
nals new inputs, read these inputs, compute (intermediate) results, write those results, and possibly signal other
components that new data is available.

This observation, which is also the basis for other semantics definitions of modelling languages for embed-
ded control systems (see e.g. [LEK98], [Spr96], [LPN98]), lead us in many aspects of constructing a distributed
semantics for Statemate models, although we do not require every component of every Statemate model to
behave this way.

Now consider an execution of the example application in the ‘standard’ super-step semantics (see e.g. [HaN96]
or [DJH98]).3 This semantics requires all activities to run in step-lock mode, that is, they perform their steps syn-
chronously. Additionally, all activities synchronise at super-step boundaries. Intuitively speaking, during each
step the following actions are performed for each activity:

2 These events should not be confused with the Statemate data type of the same name, although the latter are often used to model the
former.
3 This semantics is more commonly referred to as the asynchronous semantics of Statemate, to distinguish it from the step or synchronous
semantics. Since one of our goals is to desynchronise this semantics, wewill not call it asynchronous here, but instead refer to it as the super-step,
the standard or the original semantics.
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1. For each transition originating from an active state,4 test whether the guard of the transition is true. This
yields the set of active transitions.

2. If the set of active transitions is empty: do nothing, but set the implicit variable stable to true.5

3. Otherwise set stable to false and compute the set of transitions that will actually fire, using hierarchy infor-
mation and rules explained, e.g., in [DJH98]. Simultaneously fire all those transitions. This usually results in
changes of the set of active states and of the valuation of data items of the model.

After each step it is tested whether all activities have set their stable variable to true. If so, a super-step
boundary has been reached. All stable variables are reset to false, new inputs are read from the environment
and the actions above are performed again for each activity, thus beginning the next super-step. If, on the other
hand, at least one activity has set its stable to false, the current super-step continues. Inputs stay at their
current value (with the exception of events, see below) and all activities must perform another step.

Two points require special attention when dealing with Statemate models and their super-step semantics:
one is the data-type event and the other is the passage of physical time.

An event is a special form of data-item. During a step, an event is either present or not. Events are only present
in steps immediately following those in which they were generated. Since in the super-step semantics inputs are
only read at super-step boundaries, it follows that input events can at most be present in the very first step of a
super-step.

Besides the explicit events used in a given Statemate model, there are also a number of implicit events. Of
special interest here are those that are connected to non-event data-items: for each such data-item v, there exist
implicit events ch(v) (present in steps after v has changed its value), wr(v) (present in steps after v has been
written to) and rd(v) (present in steps after the value of v has been read, i.e. has been used in some computation).
As can be seen in the example application, these implicit events can easily be used to signal the existence of new
inputs for each activity.

Regarding the passage of physical time, the synchrony hypothesis (see e.g. [Ber93]) underlies the Statemate
semantics. This hypothesis claims that each computation can be done faster than any component can observe the
system, i.e. states in which only part of a computation has been finished cannot be observed. Essentially, in the
standard Statemate semantics this means that every super-step is performed in zero-time, and that time passes
only between super-steps.

Given this information, execution of the example application is easily understood. Figure 2 shows part of
a possible run for this model. Consider a situation where a super-step has just finished and A1 is in state A1S1
and A2 has active state A2S1.6 Since the last super-step has just finished, both activities’ stable variable is set to
false and new inputs are read from the environment. Suppose input I is set to 5 and had a different value in the
previous super-step (thus ch(I) is present); the system is then in State 1 depicted in Fig. 2. Both activities now
synchronously make a step, which results in J getting a new value, wr(J) to be present and a state change in A1.
Note that ch(I) is not present anymore, since events prevail for a single step only. Also note that A2 performs
a step, too, although none of its transitions are enabled; its sole action is to set A2.stable. In the remainder
of this paper we will call this kind of action a stabilising step. The system continues to perform steps until both
A1.stable and A2.stable are set, which results in the end of the super-step, new inputs being read, and both
stable variables being cleared.

2.2. Distributed Architectures

A distributed architecture consists of (possibly architecturally different) execution units connected via some
formof communicationmedium. In architectures for embedded control applications, common execution units are
microprocessors, specialised ECUs (EmbeddedControl Units), or FPGAs (Field ProgrammableGate Arrays, i.e.
chips programmable to behave as application-specific hardware). In general, each execution unit comes equipped
with some kind ofmemorymodule, which sometimes is shared amongmultiple units. In the context of automotive

4 There may be more than one active state in each activity, because Statemate allows concurrency within statecharts through so called
AND-states.
5 The idea of having this implicit variable to ease the description of the semantics is taken from [Bro99], where – for a variety of reasons – it
is called prestable.
6 In fact, these are the only states possible at a super-step boundary in this example.
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Fig. 2. Part of a possible run for the example model. Steps are shown along the x-axis of the graph; the y-axis is used for super-steps (and
thus passage of time). Each rectangle denotes a state in the execution of the system, where states are valuations of all system variables. The
item - specifies an arbitrary value. The presence or absence of an event is denoted by a corresponding Boolean variable.
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Fig. 3. The EVENTS architecture: Simplified version.

applications, the communication medium usually consists of either shared memory modules or of some kind of
bus, although more complex interconnection networks are emerging.

To make our discussion more concrete, we will consider the EVENTS architecture [NDM00, NLd00] as an
example in the remainder of this paper. This distributed architecture has been developed as a rapid prototyping
target platform for embedded control applications. Figure 3 shows a simplified picture of this architecture, which
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mainly consists of an FPGA board called Weaver [KKR94] and a specialised microprocessor called MSparc
[MeN00], which share a dual ported memory module for communication.

The most important fact to notice of distributed architectures is that native execution speeds differ between
architectural units such that they compute steps from Statemate applications at different pace, unless slowed
down by synchronisation. There are a number of reasons for this:

• The most obvious reason can be seen from the EVENTS architecture: those parts of the application that are
executed on the FPGA are typically coded as finite state machines in some hardware description language,
which essentially means that each step is performed in a single clock cycle or – if complex operations have to
be decomposed into sequential behaviour – at most a handful of clock cycles. Those parts of the application
that are executed by the microprocessor, on the other hand, are coded via some high-level language like C in
some sequential machine language. Therefore, on thosemicroprocessors, the execution of a step takesmultiple
machine instructions and typically requires hundreds of clock cycles.

• Different execution unitsmay be clockedwith different speeds. Even if clock speed is the same for all execution
units, each unit typically has its own clock generator and different clock generators tend to diverge.

• Even if all execution units consists of the same type of microprocessors and all the units are clocked with
the same speed using a single, global clock generator, the complexity of computations needed for a step in
different activities varies according to the number of active transitions and the complexity of their guards and
actions.

Hence, computational cost of a Statemate step often varies by orders of magnitude. Consequently, step-synchro-
nous execution with its apparent need for adjusting the whole computation to the pace of the slowest partner,
would incur an intolerable performance penalty. Our new semantics for Statemate was designed for retain-
ing most of the virtues of Statemate’s execution model while alleviating the performance issues arising from
step-synchronous execution, as explained in the next section.

2.3. Deriving a Distributed Semantics

In a Statemate design, every component is either part of themodel or of the environment. Communication inside
and between these groups of components is fundamentally different in the standard semantics. While inside the
model new data is exchanged between activities at each step, communication to or from the environment happens
only at super-step boundaries. In terms of execution time, communication is usually at least an order ofmagnitude
more expensive than computation (see e.g.[HeP96] or [LeW95]). Therefore, communication at each step is not
considered to be a viable model for distributed applications (see e.g. [Spr96]). Thus, when designing a distributed
application with the super-step semantics of Statemate, one usually models every distributed component of it
individually.

For our distributed semantics we take a different look at Statemate models, which is influenced by the way
applications are usually developed in a model-based design process (see e.g. [vBK98, Bec99, LIS02]). There, one
usually starts by a decomposition of the required functionality. This may yield a Statematemodel with arbitrary
deep activity- and statechart hierarchy. In a second step, the design is restructured in such a way that the hierarchy
is flattened and that similar functions are grouped together in a single activity (cf. [Hof00]). For a distributed
application, this restructuring usually takes into account an intended mapping, i.e. functions that are intended
to be executed by the same execution unit are grouped into one activity.7

As such restructuring is folklore, we start from flat Statemate models in the remainder, i.e. there is only
one level of activity charts below the top level. The activities are considered to be the entities which are later
mapped to execution units. One of the main features of our distributed semantics is that we adopted the policy of
communicating data only at super-step boundaries, which originally applied to the environment interface only,
for any inter-activity communication. To put it another way, we see every activity as part of the environment of
all other activities. Inside an activity, communication (and execution) will, however, be done exactly as in the
original semantics, i.e. step-synchronous.

Our reasons for dropping the concept of step synchronicity between different activities are as follows:

7 This restructuring of a design can even be done in a semi-automatic way; see description of the tool RESTRUCT [Bro99].
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• In order to implement step synchronicity in distributed architectures, special synchronisation mechanisms
(like locks, semaphores or barriers for explicit synchronisation or global timescale distribution in time-trig-
gered architectures) would have to be implemented. These mechanisms introduce substantial overhead in
execution time (see e.g. [HeP96] or [Tan92]).

• One of the main reasons to implement an embedded control application on a distributed architecture at
all is to increase the speed of certain computation routes. Consider the EVENTS architecture. A mapping
of Statemate activities to execution units will usually take into account the deadlines of the computation
route(s) the respective activities belong to; thus, time-critical activities will often be mapped to the FPGA,
whereas less time-critical ones may be mapped to the microprocessor. However, if step synchronicity were to
be enforced, the gains in execution speed would be lost.
The same reasoning holds for architectures with more than one microprocessor. If a single processor is suffi-
cient to execute the application in a way that all deadlines are met, then there is seldom a need for a distributed
implementation.8 If, on the other hand, a single microprocessor is not sufficient, then much of the potential
increase in execution speed could not be realised if the execution had to be step synchronous. This is due to
the fact that every activity must at least make a stabilising step whenever any activity does useful work, and
finally all of them have to synchronise. In this way, every activity is slowed down to the speed of the slowest
one.

Therefore, in our distributed semantics activities are allowed to idle. The difference between idling andmaking
a stabilising step is that idling is a purely technical notation for modelling the fact that activities run at different
speeds, whereas a stabilising step actually requires execution of the activity by the execution unit.

Since steps are no longer synchronous, we abandon the notion of a (global) super-step. The rationale is that
the detection of a super-step boundarywould again require global knowledge of the system state, namely, whether
all stable variables are set, and thus would induce computational overhead as well as synchronisation costs.
Instead, we introduce the notion of a local super-step for each activity. A local super-step of an activity ends when
that activity sets its stable variable to true (which occurs, as explained above, as soon as there are no active
transitions in that activity). Thereafter, stable is cleared and the next local super-step begins. Thus, in Fig. 2, A1
performs three local super-steps with boundaries at states 3, 4 and 6 respectively and its fourth local super-step
begins at state 7. Similarly, A2 also performs three local super-steps, but their boundaries are at states 2, 5 and 6
respectively.

It should be noted that although we have abandoned step synchronous execution in our semantics, it is still
possible for activities to synchronise explicitely. To see this, again consider the example in Fig. 1. Whenever A2
passes a new value of K to A1, it does not only make this new value known, but also acknowledges that it got the
last value of J send by A1. It is easy to split this into two different actions, namely a synchronising acknowledg-
ment for the reception of J and – at a later time – passing K as the new result. However, such synchronisation
only occurs if explicitly coded by the programmer.

The next design decision to be taken in a distributed semantics is how andwhen data is communicated between
activities. In distributed architectures, communication of data takes time. When steps of different activities are
no longer synchronous, this implies that new data could well arrive in the middle of a step, unless architec-
tural measures are taken to prevent this. Our idea is to use buffering to provide an activity with a stable image
of the environment state until it completes its local super-step; the formal semantics reflects this idea through
axiomatising visibility rules for data items produced by other activities.

As explained before, we do not change the original Statemate semantics for local data items – that is, data
items that are only read by those activities that write to them. Thus, changes of the value of these items become
visible beginning with the next local step and stay visible until the item is written to again or – in the case of
events – the local step ends.

For non-local data items we adopt an approach similar to the way output data items (i.e those data items
written by the application and read by the environment) are handled in the original semantics. Since a (global)
super-step conceptually happens in zero time while propagation of data is deemed to take time, it follows that the
environment can only read those values of data-items that persist at super-step boundaries. Consequently, the

8 Physical distribution of sensors and actuators or similar physical constraints may suggest a distributed implementation nonetheless, but
this is irrelevant to our discussion.
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value read is always the one that was last written to the data-item during this super-step.9 As explained above, in
our distributed semantics we take the view that any activity is part of the environment for any other activity and
that data communication thus happens only at local super-step boundaries. To be more precise, we define that
whenever an activity finishes a local super-step, it communicates all data-items that are read by other activities to
those other activities. The data-items subsequently arrive at some later time and are then read at the beginning
of the next super-step local to the receiving activity.

Note that the above definition matches the notion of computation routes, since each activity repeatedly per-
forms the following actions: it reads data-items received by other activities, performs a local super-step and
communicates the newly computed outputs to other activities. By using appropriate guards on the transitions
originating from states that comprise a local super-step boundary, one can ensure that the super-step only com-
putes new output values in the case that the input data contained some indication that new inputs are available.
Intermediate values computed during a local super-step are not made visible to other activities.

Although this handling of data-items matches the handling of output data-items in the original semantics,
there is a subtle difference between the handling of events there and in our distributed semantics. Originally, no
event can be sent to the environment. This is due to the fact that the last step in any (global) super-step consists
of a stabilising step in each activity. Although there may be events present during this step, no new events can be
generated, since otherwise the generating activity would not set its stable and the super-step would continue.
However, all events present during the stabilizing step vanish at the end of that step, and therefore are not present
at the super-step boundary.10

Since, as we have explained above, especially implicit events are often used to signal the existence of new
input data for an activity, we choose to change this behaviour. In our distributed semantics, whenever an event
is generated by an activity, it is visible by that activity during the following local step. However, the fact that
this event was generated is remembered and the event is communicated to other activities at the end of the local
super-step. Therefore, the event can be read and is present for the first step of the next super-step local to the
receiving activities.11

Note that, as in the original semantics, an event is at most present for one step in each activity, although these
steps do not happen simultaneously. Also note that events that are generated multiple times during a single local
super-step are only visible once at the receiving activities.

Finally, we need to consider the dependency between data-items communicated between different activities
and the mechanism used to signal the existence of new input data for a receiving activity. In a distributed archi-
tecture, communication takes time. This does not only apply to the fact that there may be a time interval between
sending and receiving data-items, but also to the fact that many forms of communication require multiple send
and receive operations if the number or the size of data items exceeds certain architecture-specific limits. Again
consider the EVENTS architecture: themicroprocessor can onlywrite 32 bits of data tomemory at any given time.
If an activity mapped to the processor were to communicate three integers to an activity mapped to the FPGA,
three send (i.e. write) operations would be necessary. Care must now be taken to ensure that the signal denoting
new input data arrives at its destination activity after the new input data. Otherwise, the receiving activity could
react to the signal by starting a new computation which could use an old value of the data-item.

Our semantics ensures the proper order of reception provided the model adheres to the following rules:

• If an activity signals the existence of new input data to another activity via explicit data-items (i.e. flag vari-
ables), then these data-items have to be produced in a local super-step following the one in which the input
data was produced.

• If an activity signals the existence of new input data to another activity via an (explicit or implicit) event, then
this event must be produced either during the same local super-step in which the input data was produced or
during a following one.

In both these cases our semantics ensures that the signal arrives at the receiving activity after the new input data.
In all other cases, this guarantee is not given.

9 The Statemate simulator, which is part of the Statemate environment, executes models step by step and thus makes new values of
output data-items visible to the environment immediately after they are written. Although this forfeits the synchrony hypothesis, some other
semantics definitions for statecharts adopt this notion.
10 See footnote 9: there are semantics variants of statecharts in which events can be seen by the environment.
11 It is interesting to note that a similar approach is taken by the Statemate simulator in the step or synchronous semantics. There, the user
can assign different execution speeds to different activities by specifying a real-time duration of steps. By remembering generated events and
distributing them in a certain way, the simulator makes sure that even the slowest activity can read every event at least once.
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The following section will give a formal definition of both the standard and our distributed semantics, as well
as an example execution of the model shown in Fig. 1.

3. Semantics

3.1. Preliminaries

As explained in Section 2.3, we assume that the Statemate model comes as a finite set {A1, . . . , An} of activities
acting over a finite set V of state components.12 Each activity Ai has a distinguished set Oi ⊆ V of state compo-
nents it controls (i.e. Oi ∩ Oj � ∅ whenever i �� j ).13 The elements of the set V \⋃n

i�1Oi are controlled by the
environment. Among the state components there is a set E ⊆ V of events; all other state components are state
variables. Each v ∈ V has associated a sort Dv of possible values v can take; the sort De associated to events
e ∈ E is B.

Given the graphical description of the activities, one can use standard techniques to derive a predicative
description of both the step relations of the individual activities and the initial state set of the wholemodel (see e.g.
[Bro99]). We assume that the initial state set is described by a predicate init with free variables free(init) ⊆ V and
that the step relation of activityAi is described by a predicate stepi with free variables free(stepi) ⊆ V ∪next(Oi),
where next(Oi) denotes the set {next(v) | v ∈ Oi} of variable names decorated with next(·). The decorated vari-
ants denote values obtained after performing the step, e.g. predicate next(e) ∧ next(x) � x + 1 represents the
action e; x :� x + 1. Note that due to the restrictions on the free variables, activity Ai may only constrain the
post-values of its own controlled variables Oi . We furthermore require that stepi is total w.r.t. the pre-states of
steps, i.e. satisfies ∀V ∃next(Oi).stepi .

We will formalise the behaviour of Statemate models through a temporal logic formula over V plus some
extra variables. The first additional variable is statenumber, with Dstatenumber � N, which simply counts the
number of states in a computation path, i.e. is assumed to satisfy

statenumber � 0 ∧ � next(statenumber) � statenumber + 1 (1)

It is helpful to notice that since in the distributed semantics we will allow activities to idle, statenumber is not
necessarily related to the number of steps an activity performs.

Another additional variable is time, with Dtime � R�0. It is used to model the progress of physical time,
which is neither directly related to the number of steps of a Statemate model nor to the number of states in a
computation path (see Section 2.1).

Finally, we have to model the inhomogeneous and thus somewhat intricate rules of the Statemate super-step
semantics regarding the speed of information transport inside the model and at the borders to the environment.
Therefore, we add n variables obsi , with Dobsi � V → N. The interpretation is that in each time instance the
current value of obsi(v) corresponds to the number of the state in the computation path in which the value of
variable v that activity Ai currently sees was produced. This mechanism, which we will call observation horizon
in the remainder, is in fact somewhat more general than what is actually needed for the super-step semantics, but
allows a treatment of both the standard semantics and the newly proposed distributed semantics in a common
framework.

Given the observation horizons obsi , we can derive from stepi a temporal logic formula s̃tepi that formalises
what happens in the next step. The idea is that a step is taken based on the currently visible values of variables and
on the events that occurred between the previous and the current observation horizon. The latterwill subsequently
be used for formalising that events crossing an activity boundary are collected in the distributed semantics until
the activity gets stable. We thus define

12 Implicit variable stablei are supposed to exist in V and to be handled correctly by the predicates init and stepi mentioned below.
13 This requirement can easily be enforced by introducing new activities, which resolve write conflicts. These are called monitor activities in
[Bro99].
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s̃tepi

def .� ∃xv, xw, . . . , xe, xf , . . . •
(xv � v)@obsi(v) ∧
(xw � w)@obsi(w) ∧
...

 for each state variable v,w, . . .

xe ⇔ e@(previous(obsi(e)), obsi(e)] ∧
xf ⇔ f@(previous(obsi(f )), obsi(f )] ∧
...

 for each event e, f, . . .

stepi [xv/v, xw/w, . . . , xe/e, xf /f, . . . ]

(2)

Here, φ@x, where φ is a formula of temporal logic and x is an integer term, abbreviates the temporal logic
formula ∃k ∈ N. (k � x ∧ -♦ (statenumber � k ∧ φ)). I.e., φ@x denotes that formula φ holds at that (past)
time instance whose statenumber corresponds to the current value of x.14 Similarly, φ@(x, y] means ∃k ∈
N. (x < k � y ∧ -♦ (statenumber � k ∧ φ)), i.e. asserts that formula φ holds somewhere within the (past) time
interval where statenumber is between the current values of x and y. previous(·) is the time-wise dual to the
(more common) next(·) operator, i.e. in time instant i ∈ N, previous(v) denotes the value of v in time instant
max(i − 1, 0), while next(v) denotes v’s value in time instant i + 1.
Analogously, we define ĩnit as

ĩnit def .� init ∧ statenumber � 0 (3)

Finally, for our distributed semantics we also need the following definition:

ĩdlei
def .� ∀v ∈ Oi • next(v) � v (4)

3.2. The Original Super-Step Semantics of Statemate

The super-step semantics of Statemate is an internally (i.e., among the activities) step-synchronous semantics,
where the activities of the design perform computations in lock-step and exchange state information after each
computation step. It can be axiomatised by the following six axioms, together with property (1).

Axiom 3.1. All steps are computationally consistent, i.e. follow the steps permitted by all n activities in the system:

ĩnit ∧ �
n∧

i�1

s̃tepi

Axiom 3.2. Physical time starts at zero15 and is non-decreasing along computation paths:

time � 0 ∧ � time � next(time)

Axiom 3.3. Physical time can pass in stable states only:

�
(
time �� next(time) �⇒

n∧
i�1

stablei

)
Axiom 3.4. Observation horizons never refer to the future of a computation:

�
n∧

i�1

∧
v∈V

obsi(v) � statenumber

14 -♦ denotes the ‘eventually in the past’ operator of linear-time temporal logic. -♦φ is true of a computation path 〈σ0, σ1, σ2, . . . 〉 at position
i ∈ N iff there is j � i such that φ holds of 〈σ0, σ1, σ2, . . . 〉 at position j . It is thus the past-time variant of the ‘eventually in the future’
operator♦φ, which holds at position i iff there is j � i such that φ holds at position j . A detailed introduction to linear-time temporal logic
can be found in various textbooks, e.g. [MaP92].
15 The convention that physical time starts simultaneously with the start of the computation and thus initially is zero for any computation
path is taken by the Statemate simulator. It may well be refuted if a different philosophical perspective of the nature of time is taken. In that
case, the corresponding conjunct can be removed from Axioms 3.2 and 3.9 without any harm.
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Note that Axiom 3.4 implies that all observation horizons obsi(v) initially point to time instant 0, because
obsi(v) ∈ N and initially statenumber � 0. i.e., all activities do initially observe the global initial state.

Axiom 3.5. Activities exchange state information after each computation step, i.e. the observation horizons
dealing with non-environment variables and non-environment events are always equivalent to the step number:

�
n∧

i�1

∧
v∈⋃n

j�1 Oj

obsi(v) � statenumber

Axiom 3.6. State changes originating from the environment are observed as soon as the system becomes stable;
until then, they remain invisible:

�
n∧

i�1

∧
v �∈⋃n

j�1 Oj


(∧n

j�1 stablej
)

�⇒ obsi(v) � statenumber

∧
(∨n

j�1 ¬stablej
)

�⇒ obsi(v) � previous(obsi(v))


Axioms 3.1 to 3.6 have been checked with scrutiny against the code generation underlying the commercial State-
mate verification environment ofOSC,Oldenburg [Bro99,BDW00].Compared to the various formal semantics of
Statemate, which have all been obtained through reverse engineering from the simulator, the imperative interme-
diate code usedwithin that Statematemodel-checker is certainly a very faithful representation, as its equivalence
to the simulator semantics has been validated through back-animation of thousands of model-checker-generated
error traces within the Statemate simulator.

3.3. The Distributed Semantics of Statemate

As explained in Section 2.3, in the distributed semantics we want to model the fact that activities run at different
speeds. This is done by allowing an activity to idle. However, no activity may idle indefinitely. This is expressed
by the following two axioms:

Axiom 3.7 (similar to Axiom 3.1). All steps are computationally consistent:

ĩnit ∧ �
n∧

i�1

(s̃tepi ∨ ĩdlei)

Axiom 3.8. No activity may idle indefinitely.
n∧

i�1

�♦ s̃tepi

From the original semantics we keep the axioms that time is non-decreasing (Axiom 3.2), and that observation
horizons never refer to the future (Axiom 3.4):

Axiom 3.9 (≡ Axiom 3.2). Physical time starts at zero and is non-decreasing:
time � 0 ∧ � time � next(time)

Axiom 3.10 (≡ Axiom 3.4). Observation horizons never refer to the future:

�
n∧

i�1

∧
v∈V

obsi(v) � statenumber

However, as we are dealing with a more execution-like semantics where computations may take time, we drop
Axiom 3.3. It could be argued that it should be replaced by an axiom stating that any state change takes physical
time. Yet, we think that this is too restrictive as optimising compilers may well be able to eliminate some com-
putation steps, thus implementing them in zero physical time. In order to not rule out this possibility, we refrain
from stating any axiom that connects computation time to physical time.

Apart from the fact that different activities may run at different speeds in the distributed semantics, the main
difference to the original super-step semantics is that the observation of state changes and of event generation
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in parallel activities is more loosely coupled. i.e., observation horizons may change asynchronously and more
sporadically than in the super-step semantics.

Axiom 3.11. Observation horizons are monotonically increasing:

�
n∧

i�1

∧
v∈V

obsi(v) � next(obsi(v))

Note that this axiom does not guarantee that observation horizons change at all during a run of a systems.
Therefore, the general case where communication messages are lost is captured by our semantics. If, as is often
the case, a concrete distributed architecture guarantees delivery of messages, an appropriate axiom can be added.

Axiom 3.12. The own, i.e. local, state variables and events of an activity are observed step-synchronously:

�
n∧

i�1

∧
v∈Oi

obsi(v) � statenumber

Note that in contrast to Axiom 3.5 of the original semantics, which axiomatised step-synchronous visibility of
all non-environmental objects, the new Axiom 3.12 only mentions local variables of the observing activity.

Axiom 3.13. With respect to non-local variables and events, the observation horizon of an activity changes only
at the beginning of a local super-step.

�
n∧

i�1

∧
v �∈Oi

(
previous(obsi(v)) �� obsi(v) �⇒ (stablei ∧ s̃tepi)

)
The second conjunct in the conclusion of the above axiom ensures that observation horizons do not change when
an activity idles. Therefore, non-local events cannot ‘get lost’ when an activity idles directly after reaching a local
super-step boundary. Note that this axiom generalises an aspect of Axiom 3.6 of the original semantics, namely
that observation of environment interactions is confined to stable states, to the observation of any inter-activity
interaction. This is exactly the desired behaviour if one views any activity as part of the environment of any other
activity (see Section 2.3).

Axiom 3.14. With respect to non-local variables and events, observation horizons refer either to the (global)
initial state or to stable states of the writer of the observed variable, i.e. the only non-initial values that may be
observed are those that are valid at a super-step boundary of the producer.

�
n∧

i�1

∧
j ��i

∧
v∈Oj

(obsi(v) � 0 ∨ stablej@obsi(v))

Axiom 3.14 complementsAxiom 3.13, yielding some symmetry to the inter-activity communication: while Axiom
3.13 tells that non-local state changes will only become visible to the observing activity if the observer is stable,
Axiom 3.14 indicates that the producer will only make its own state changes globally visible when it becomes
stable.

Axiom 3.15. Observed values of state variables are always at least as recent as observed events originating from
the same producer:

�
n∧

i�1

n∧
j�1

∧
v∈Oj \E

∧
e∈Oj∩E

obsi(v) � obsi(e)

Axiom 3.15, finally, provides correlation between observed values of state variables and observation of derived
events, like wr(v): the observing activity will only observe a derived event if the corresponding state change has
previously been observed. It will never happen that the consumer could observe (and thus react to) the derived
event wr(v), yet still sees (and thus calculates with) the old value of v which was valid prior to the assignment
raising wr(v) (see the discussion in the last paragraphs of Section 2.3).
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Table 1. Part of a possible run for the example model with the distributed semantics. Each column corresponds to a system state. All state
variables are shown, whereas events and observation horizons are only shown as needed. The notation v↓Ai denotes the value of v that is
visible in activityAi in the current state, i.e. for events v↓Ai equals v@(previous(obsi (v)), obsi (v)] and for non-events v↓Ai equals the value
v had at time instant obsi (v). The rows A1.action and A2.action show what each activity is about to do in this step: T for firing transitions
(i.e. making a local step doing useful work), S for performing a stabilising step and I for idling. The item – specifies an arbitrary value. The
presence or absence of an event is denoted by a corresponding Boolean variable

statenumber 0 1 2 3 4 5 6 7 8 9 10
A1.action S T S I S I I I S T S
A2.action S I I I S T T S I I I
state(A1) A1S1 A1S1 A1S2 A1S2 A1S2 A1S2 A1S2 A1S2 A1S2 A1S2 A1S1
state(A2) A2S1 A2S1 A2S1 A2S1 A2S1 A2S1 A2S2 A2S1 A2S1 A2S1 A2S1
A1.stable false true false true true true true true true true false
A2.stable false true true true true true false false true true true

I 0 5 10 10 10 10 10 10 10 7 7
obs1(I) 0 1 1 1 3 3 3 3 6 9 9
I↓A1 0 5 5 5 10 10 10 10 10 7 7
ch(I) false true true false false false false false false true false
obs1(ch(I)) 0 1 1 1 3 3 3 3 6 9 9
ch(I)↓A1 false true false false true false false false false true false

J – – 6 6 6 6 6 6 6 6 6
obs2(J) 0 0 0 0 0 3 3 3 3 3 3
J↓A2 – – – – – 6 6 6 6 6 6
wr(J) false false true false false false false false false false false
obs2(wr(J)) 0 0 0 0 0 3 3 3 3 3 3
wr(J)↓A2 false false false false false true false false false false false

L – – – – – – 7 7 7 7 7

K – – – – – – – 8 8 8 8
obs1(K) 0 0 0 0 1 1 1 1 8 8 8
K↓A1 – – – – – – – – 8 8 8
wr(K) false false false false false false false true false false false
obs1(wr(K)) 0 0 0 0 1 1 1 1 1 8 8
wr(K)↓A1 false false false false false false false false false true false

O – – – – – – – – – – 9

3.4. Example and Discussion

Table 1 shows part of a possible run for the example model from Fig. 1. The following points are noteworthy:

1. The most obvious fact is that both activities now indeed run at different speeds and super-steps are not syn-
chronised. Additionally, our distributed semantic introduced a new (local) super-step boundary in A1, i.e. A1
can stabilise while being in state A1S2.

2. If one sees idling as a step, at first sight it may seem that our distributed semantics still requires steps to be
performed in step-lock mode; indeed, we do not model explicitly the fact that local steps of different activ-
ities execute at overlapping time intervals, which they may do in reality. However, we correctly model the
input/output behaviour of the models. This is due to the fact that, first, idling is completely unsynchronised
and therefore all interleavings of steps are possible and, second, that steps are atomic actions, since the sets of
variables controlled by each activity are disjoint and communication is only done at (local) super-step bound-
aries. Therefore, even if we had modelled steps to execute at overlapping time intervals, such a semantics
would yield the same input/output behaviour for any given Statemate model.

3. Next, observe that each generation of an event results in that event being indeed visible in at most one local
step of each activity, but that these steps may happen at different times. The event wr(J), for example, is
generated in step number 1 by activity A1 and thus visible by A1 in step number 2. However, in this example
run, A2 does observe this event in step 5 only.

4. Further, although all changes in the input signal I and the corresponding event ch(I) are visible to A1, the
corresponding values are not always used for computation. The change in the observation horizon of these
two variables at steps 4 and 9 does make the new values visible, but since A1 is in state A1S2 at the beginning
of these steps, the values are not consumed but lost. Similar situations could occur regarding the communi-
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cation between activities. Thus, our semantics correctly models the fact that part of an implementation may
be executed too slow for a given rate of change in its inputs. This problem has to be solved in any distributed
system. As explained in Section 2.3, it is possible to implement explicit synchronisation between activities.
Another solution to this problem is making assumptions (i.e. augmenting application-specific axioms to the
semantics) that constrain the relative speeds of all parts of the model (see Section 4).

5. The observation horizons for K and wr(K) in A1 change at different times (in steps 8 and 9 respectively),
although their values are changed in the same local step of A2. This correctly models the fact that sending
and receiving data takes time in distributed architectures. However, as our semantics requires, the observation
horizon of the derived event wr(K) changes after that of K, thus guaranteeing the correct value of K being
used in the further computation of A1.

Obviously, our distributed semantics changes the set of possible behaviours for any given Statemate model.
However, only inter-activity behaviour is changed. With formal verification techniques that exist for the State-
mate toolset (see e.g. [BDW00]), the designer can check whether the properties he expects his model to have still
hold in the new semantics (see Section 4). The code generated with this semantics, on the other hand, is much
more efficient than it would be under the original semantics, because there is no need for time-consuming global
synchronisation mechanisms.

4. Existing and Further Work

The distributed semantics described in the last section is implemented by the code generators in Grace. Grace
(Graphical codesign environment, see [LNM98, LPN98, Lut99]) is a toolbox for generating prototyping code
for embedded control applications from Statemate and STDs (Symbolic T iming Diagrams, see [Sch01, FrL98,
FnL01]) in an mostly automatic way. It uses components of the SVE (Statemate V erification Environment, see
[BDW00]) to extract a model from the Statemate database, performs the necessary analysis steps, and lets the
user map the design to a specific (distributed) target architecture chosen from a library. It finally generates the
code, automatically inserting communication routines and a runtime environment conforming to our semantics.

During development of the semantics (and of Grace), we experimented with a number of case studies, most
importantly an engine ignition controller with knock detection [NLd00] and a controller for a chemical plant
[Bad01], using either the actual EVENTS architecture or a simulated version of it as target. Both, the quality of
the resulting code and the results of run-time- and scheduling-analysis confirmed our belief in the usefulness of
this semantics for the generation of distributed prototyping code. Currently, we are working on an implementa-
tion of a digital valve controller for a four-stroke combustion engine, which will be used in a real environment
(i.e. in a real car), to assess the usefulness of that particular controller algorithm.

Regarding the further development of our semantics, the next goal we would like to achieve is to include
timing information. In the current version, execution time of steps is left completely unconstrained (see remark
after Axiom 3.10 in Section 3.3 and observation 4 in Section 3.4). This was done intentionally, since timing
information depends on the speed of the execution units in a distributed architecture (see Section 2.2) and on
the concrete mapping of the application; thus, this ‘low-level’ information should not be included in a high-level
semantics definition. However, as a refinement to the ‘general’ distributed semantic proposed here, this infor-
mation would be most useful and could form the basis for formal verification of Statemate models mapped to
concrete distributed architectures.

With regard to the difference between the original and the distributed Statemate semantics, we are currently
trying to identify a set of properties that will allow a designer to check the correctness of his design under the
distributed semantics by model-checking these properties under the original semantics using SVE. The idea is to
identify a class of ‘well-behaved’ Statemate models and corresponding classes of safety or liveness properties
that are preserved when changing from the original to the distributed semantics.

5. Conclusion

We have presented a distributed semantics for Statematemodels.While preserving intra-activity behaviour from
the original semantics, inter-activity behaviour is changed so as to allow for the generation of more efficient
code for distributed architectures. The semantics has been implemented in Grace, a framework for rapid pro-
totyping code generation for embedded control applications. First experiences indicate a good quality of the
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generated code and especially good runtime properties. Planned extensions include the incorporation of time
into the semantics and the identification of modelling guidelines for Statematemodels such as to preserve safety
and liveness properties when changing from the original to the distributed semantics.
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