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Note: Section numbers in this outline correspond to the session numbers
in the school program.

1 Intro to the Course (Aanaes)

No references

2 Convex Optimization (Vanderberghe)

The main reference is the book “Convex Optimization” by Boyd and Vander-
berghe. [1]

3 Introduction to Quasi-Newton Methods (Hart-
ley)

This lecture will summarize some common methods used in Computer Vision
for continuous nonlinear optimization problems.

The commonly used bundle-adjustment method is described in [2]
Further information can be found in the textbook [3]

4 Quasi-Convex Optimization in Computer Vi-
sion (Hartley)

The paper [4] gives an overview of many of the subjects discussed in this course,
and includes an extensive list of references.

In this lecture, the basic theory and rationale behind L∞ optimization will
be given. This is described in [5, 6]

Further applications of this basic method are discussed in [7, 8, 9]
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5 Branch and Bound for Vision Applications (Kahl)

The branch-and-bound technique was described in [10]
Applications of branch-and-bound are discussed in the later papers [11, 12,

13]
The technique of Linear Matrix Inequalities (otherwise known as Semi-

definite programming) [14] will also be described in this lecture.

6 Exercises I

7 Pseudo-Boolean Optimization I (Hartley)

I will describe some of the background to Pseudo-boolean optimization, and
its connection with graph-cut algorithms. A very useful reference is the survey
paper [15].

The question of what functions can be solved using graph cuts [16] will also
be discussed.

8 Poster Session

9 Graph Cuts and Markov Random Fields (Torr)

Phil Torr will discuss recent work in Graph Cuts and MRFs. Primary references
are [17, 18].

10 Pseudo-Boolean Optimization II (Hartley)

In this continuation of description of Pseudo-boolean optimization, I will con-
tinue study of the Boros-Hammer paper [15], including discussion of Roof-dual
methods, and the elimination algorithm (called the “Basic Algorithm”) in [15].

11 Intro to Robust Statistics (Aaneas)

References to be supplied.

12 Exercises II

13 Quasi-Convexity and Global Optimization on
SO(3) (Hartley)

Recent papers have combined the study of L∞ methods with branch-and-bound.
This topic will be discussed, with particular reference to search over rotation
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space.
The most useful reference for this technique is [19].
Applications of this method to other problems are discussed in the papers

[20, 21, 8].

14 Quasi-Convexity: Fast Algorithms and Out-
liers (Kahl)

Recent work on quasi-convexity has focussed on obtaining fast algorithms that
overcome the disadvantage of straight SOCP implemention. Relevant references
include [22, 23].

The detection of outliers is an important topic in L∞ optimization. The
following papers that address this issue are [24, 25, 26, 27].
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