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1

The mathematics behind
the algorithms of CTSM

The following is a complete mathematical outline of the algorithms of CTSM.

1.1 Parameter estimation

The primary feature in CTSM is estimation of parameters in continuous-
discrete stochastic state space models on the basis of experimental data.

1.1.1 Model structures

CTSM differentiates between three different model structures for continuous-
discrete stochastic state space models as outlined in the following.

1.1.1.1 The nonlinear model

The most general of these model structures is the nonlinear (NL) model, which
can be described by the following equations:

dmt = f(mt7utat79)dt+U(utatvg)dwt (11)
Y = h(r, up, . 0) + ek (1.2)

where ¢t € R is time, x; € X C R™ is a vector of state variables, u; € Y C R™
is a vector of input variables, y, € Y C R! is a vector of output variables,
0 € © CRP is a vector of parameters, f(-) € R", o(-) € R"*" and h(:) € R
are nonlinear functions, {w;} is an n-dimensional standard Wiener process and
{ex} is an [-dimensional white noise process with ey € N(0, S(ug,t,0)).
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1.1.1.2 The linear time-varying model

A special case of the nonlinear model is the linear time-varying (LTV) model,
which can be described by the following equations:

dry = (A(xy, ug, t, 0)x + B(xy, ug, t, 0)uy) dt + o (ug, t, 0)dw, (1.3)
Y = C((Ek, Uk, tka e)wk + D(mka Uk, tka e)uk +ex
where t € R is time, x; € X C R” is a state vector, u; € U C R™ is an input
vector, y,, € Y C R is an output vector, @ € © C RP? is a vector of parameters,
A() e R B(:) e R™™ o(-) e R™*" C(-) € R™™™ and D(-) € R*™ are
nonlinear functions, {w;} is an n-dimensional standard Wiener process and
{ex} is an [-dimensional white noise process with e, € N(0, S(ug,t,0)).

1.1.1.3 The linear time-invariant model

A special case of the linear time-varying model is the linear time-invariant
(LTI) model, which can be described by the following equations:

Y, = C(0)z), + D(0)us, + ep

where t € R is time, x; € X C R” is a state vector, u; € Y C R™ is an input
vector, y,, € Y C R is an output vector, @ € © C RP? is a vector of parameters,
A() e RV B(-) e R™™ a(-) e R™*" C(-) € R™*™ and D(-) € R™™ are
nonlinear functions, {w;} is an n-dimensional standard Wiener process and
{ex} is an [-dimensional white noise process with ey € N (0, .S(0)).

1.1.2 Parameter estimation methods

CTSM allows a number of different methods to be applied to estimate the
parameters of the above model structures as outlined in the following.

1.1.2.1 Maximum likelihood estimation

Given a particular model structure, mazimum likelihood (ML) estimation of

the unknown parameters can be performed by finding the parameters 8 that

maximize the likelihood function of a given sequence of measurements y, ¥,
.oy Yk ---, Y. By introducing the notation:

Vi = [Yrs Yg—15- - > Y15 Yo (1.7)

the likelihood function is the joint probability density:

L(6; V) = p(In16) (1.8)
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or equivalently:

N
L(6; Yn) = <H P(YelVe-1, 6’)) p(yol0) (1.9)
k=1

where the rule P(AN B) = P(A|B)P(B) has been applied to form a product
of conditional probability densities. In order to obtain an exact evaluation of
the likelihood function, the initial probability density p(y,|€@) must be known
and all subsequent conditional densities must be determined by successively
solving Kolmogorov’s forward equation and applying Bayes’ rule (Jazwinski,
1970), but this approach is computationally infeasible in practice. However,
since the diffusion terms in the above model structures do not depend on the
state variables, a simpler alternative can be used. More specifically, a method
based on Kalman filtering can be applied for LTI and LTV models, and an
approximate method based on extended Kalman filtering can be applied for
NL models. The latter approximation can be applied, because the stochastic
differential equations considered are driven by Wiener processes, and because
increments of a Wiener process are Gaussian, which makes it reasonable to
assume, under some regularity conditions, that the conditional densities can be
well approximated by Gaussian densities. The Gaussian density is completely
characterized by its mean and covariance, so by introducing the notation:

Yije—1 = E{yp|Vi-1,0} (1.10)
Ryji—1 = V{yp|Ve-1,0} (1.11)

and:
€ =Y — Yrlk—1 (1.12)

the likelihood function can be written as follows:
N exp (_%GERIZ@AG’C)

kI;[l V/det(Ryr_1) (\/ﬂ)l

where, for given parameters and initial states, € and Ry;_; can be computed
by means of a Kalman filter (LTI and LTV models) or an extended Kalman
filter (NL models) as shown in Sections 1.1.3.1 and 1.1.3.2 respectively. Further
conditioning on ¥y, and taking the negative logarithm gives:

L(6;Yn) = p(yol0) (1.13)

Z (ln(det(Rk|k_1)) + egR;‘}cflﬁk)
k

+ % <; z) In(2n)

and ML estimates of the parameters (and optionally of the initial states) can
now be determined by solving the following nonlinear optimisation problem:

0 = argmin {—In (L(6; Y |y,))} (1.15)

1 N
—In (L(6; Ynlyo)) = 3
=1

(1.14)
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1.1.2.2 Maximum a posteriori estimation

If prior information about the parameters is available in the form of a prior
probability density function p(@), Bayes’ rule can be applied to give an im-
proved estimate by forming the posterior probability density function:

p(In160)p(6)
p(Yn)

and subsequently finding the parameters that maximize this function, i.e. by
performing mazimum a posteriori (MAP) estimation. A nice feature of this
expression is the fact that it reduces to the likelihood function, when no prior
information is available (p(€) uniform), making ML estimation a special case
of MAP estimation. In fact, this formulation also allows MAP estimation on a
subset of the parameters (p(6) partly uniform). By introducing the notation?:

p(0|Yn) = x p(Yn10)p(6) (1.16)

Ho = E{6) (1.17)
o = V{6} (1.18)
and:
€9 =0 — py (1.19)

and by assuming that the prior probability density of the parameters is Gaus-
sian, the posterior probability density function can be written as follows:

N exp <7%6£R];|}€71€k)

I1 7 | P(Yol0)

k=1 \/det(Ryy—1) (V2r) (1.20)
exp (—%6525160)

det(Ze) (v2r)”

Further conditioning on y, and taking the negative logarithm gives:

p(O|Yn) o

1 N
~In (p(8]Y. o)) o 5 Y (In(det(Ryjumr)) + e Rygj_ex)
=1

((i z) 4 p> In(27) (1.21)

1
In(det(Xp)) + 56525169

=

+

+

N = DN =

and MAP estimates of the parameters (and optionally of the initial states) can
now be determined by solving the following nonlinear optimisation problem:

6 = arg min {~1n (p(601Vv, o))} (1.22)

Hn practice 3¢ is specified as 3g = o9 Rgog, where g is a diagonal matrix of the prior
standard deviations and Ry is the corresponding prior correlation matrix.
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1.1.2.3 Using multiple independent data sets

If, instead of a single sequence of measurements, multiple consecutive, but
yet separate, sequences of measurements, ie. YN, Y3, ..., Vi, -, Vi
are available, a similar estimation method can be applied by expanding the
expression for the posterior probability density function to the general form:

s (N exp (~He) (R )\
(0]Y) o } (06)
g 11;[1 1};[1 det(Ry,_1) (‘/ﬂ)l o (1.23)
exp (—3€5 g o)

det(Zq) (v21)°

where:

Y = W Vs Vi VRG] (1.24)

and where the individual sequences of measurements are assumed to be stochas-
tically independent. This formulation allows MAP estimation on multiple data
sets, but, as special cases, it also allows ML estimation on multiple data sets
(p(@) uniform), MAP estimation on a single data set (S = 1) and ML estimation
on a single data set (p(@) uniform, S = 1). Further conditioning on:

and taking the negative logarithm gives:

N;

-

| —
)=

—In(p(0]Y,yo)) x <1n (det(Rj_1)) + (€)™( Z\k_l)*le};)

i=1 k=1
S N;
1 (1.26)
+3 ( ZZ ) +p> In(27)
i=1 k=1
1
+3 In(det(3g)) + 569 53, eo

and estimates of the parameters (and optionally of the initial states) can now
be determined by solving the following nonlinear optimisation problem:

0 = argmin {—In (p(6]Y, yo))} (1.27)

1.1.3 Filtering methods

CTSM computes the innovation vectors €, (or €!) and their covariance matri-
ces Ryjp—1 (or Ry;,_;) recursively by means of a Kalman filter (LTI and LTV
models) or an extended Kalman filter (NL models) as outlined in the following.
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1.1.3.1 Kalman filtering

For LTI and LTV models €, (or €) and Ryjj—1 (or R;dk—l) can be computed
for a given set of parameters 6 and initial states xy by means of a continuous-
discrete Kalman filter, i.e. by means of the output prediction equations:

Ypj—1 = CZyj—1 + Duy, (1.28)
Ryjy—1 = CPy_C" + 8 (1.29)

the innovation equation:
€k = Y — @k\k—1 (1.30)

the Kalman gain equation:

Kj =Py C Ry, (1.31)

the updating equations:
iik|k = fﬁk\k—l + K€ (1.32)
Py =Py — KRy 1 K, (1.33)

and the state prediction equations:

dx

d;"“ = Ay, + Buy , t € [ty thia ] (1.34)
dP

d;‘k = AP, + Py AT + oo™ |t € [ty tp| (1.35)

where the following shorthand notation applies in the LTV case:

A= A(it\k—lyutvtae) ) B = B(‘%t\k—lvutat?o)
C:C(ik\kflvuk7tk79) ) D:D(ik\kflvuk7tk79) (136)
o =o(ut,0),8=S(ug,tg,0)

and the following shorthand notation applies in the LTI case:

A=A(0), B=B(0)
C=C(0),D=D(9) (1.37)
oc=0(0),S5=S50)

Initial conditions for the Kalman filter are &, = o and Py, = Po, which
may either be pre-specified or estimated along with the parameters as a part
of the overall problem (see Section 1.1.3.4). In the LTI case, and in the LTV
case, if A, B, C, D, o and S are assumed constant between samples?, (1.34)

2In practice the time interval t € [ty, tr+1[ is subsampled for LTV models, and A, B, C,
D, o and S are evaluated at each subsampling instant to provide a better approximation.
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and (1.35) can be replaced by their discrete time counterparts, which can be
derived from the solution to the stochastic differential equation:

dry = (Axy + Bug)dt + odw; , t € [tg, tps1] (1.38)

i.e. from:

L1 trt1
T,y ZeA(t’”‘“_t’“)octk+/ eA(t"‘“_s)Busds—&-/ A=) g dy . (1.39)

tr tr

which yields:

tet1
Eprapp = Bl{my,,, |2, } = At g, / eAltei=5) By ds  (1.40)

tr

T
T A(tppr—t Atpp1—t
Py = E{wtk+1mtk+1|$tk} — oAtk k)Pka (6 (trt1 k))

t
+/k+;A(tk+1—8)a-a-T (eA(tk+1—S))Tds
t

k

(1.41)

where the following shorthand notation applies in the LTV case:

A = A(Zyjh—1, Uk, tk, 0) , B = B(Zy)p—1, Uk, tk, 0)
C= C(ik\kflvuk7tk79) ) D= D(&k\kflvuk7tk79) (142)
o= U(uk,tk,e) , 8= S(uk7tk70)

and the following shorthand notation applies in the LTI case:

A=A(0), B=DB(0)
C=C(0),D=D() (1.43)
o=0(0),S=S5(0)

In order to be able to use (1.40) and (1.41), the integrals of both equations
must be computed. For this purpose the equations are rewritten to:

th+1
Tryk = eA(t’““_t’“)ﬁ?km +/ eAlter1=%) By ds
tr

tht1
= eATSﬁZk\k + / eAltkri=s) B (a(s —tr) + up) ds
Ttk (1.44)
g ¢5ik)|k + / eASB (a(TS - S) + uk) dS
0

Ts

= P&y, — / e sdsBa —|—/ A5 dsB (ars + uy)
0 0
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and:
T
Pk |k} — eA(tk+1 tk)P |k7 (eA(tk+1 tlc))

t
+/k+;A(t’““*S)o'o'T (eA(t’C“*S))Tds
e . ; (1.45)
= AT Py, (e47) +/ ool (e?) ds
0

:‘I’SPMk@Z-"-/ eMagol (eAS)TdS
0

where 7, = tj41 — tp and ®, = e, and where:

_ Up4+1 — Ug (1.46)
tk+1 — Tk

has been introduced to allow assumption of either zero order hold (a = 0) or
first order hold (a # 0) on the inputs between sampling instants. The matrix
exponential ®, = eA™ can be computed by means of a Padé approximation
with repeated scaling and squaring (Moler and van Loan, 1978). However,
both ®; and the integral in (1.45) can be computed simultaneously through:

o[ F))-I0 ) o

by combining submatrices of the result® (van Loan, 1978), i.e.:
&, = HI(r) (1.48)
and:

/ AsgoT (eAS)T ds = HY (15) Ho(7y) (1.49)
0

Alternatively, this integral can be computed from the Lyapunov equation:

b,007®" — ool = A/ AsgaT (eAs)T ds

o (1.50)

+/ eAaol (eAs)TdsAT
0

but this approach has been found to be less feasible. The integrals in (1.44)
are not as easy to deal with, especially if A is singular. However, this problem
can be solved by introducing the singular value decomposition (SVD) of A, i.e.
UV, transforming the integrals and subsequently computing these.

3Within CTSM the specific implementation is based on the algorithms of Sidje (1998).
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The first integral can be transformed as follows:

/ eAssds = U/ UTeAUsdsUT = U/ eA3sdsU” (1.51)
0 0 0
and, if A is singular, the matrix A = XVTU = UT AU has a special structure:

A= K‘)l ‘2(1)2] (1.52)

which allows the integral to be computed as follows:

s Ts y y y 172 3
As_ . _ A Azl o |AL Ap| 5T
/Oe sds-/o (Is—l—[o O]s +[0 0} 2+ )ds
Y A, Ayl
_/0 (Is—i—[O O]S +

B VOTS eA155ds o Al_l (eAlS - I) s;lgds}

0 s
) U;‘l—le;‘” (- a7)]; (159
0
A A e (-4 -] Az]
5
_ l;xll (-4, (8. - 1)+ &.7,)
0
Al (A1 1 (_Al—l (&iI;I) v «iifs) I%) AQ]
3

<1
where ®, is the upper left part of the matrix:

., @,

&, =U"d .U =
0o I

(1.54)

The second integral can be transformed as follows:

/‘eAsds:U/ UTeAUdsU” :U/ eAsgsuT (1.55)
0 0 0
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and can subsequently be computed as follows:
™ (A A [A AR
As . _ 1 2 1 2 24 L.
/Oe d37/0 (I—l—[o 0:|8+[0 0} 2+ >ds
_ (" A A, s*
= /O <I + [ 0 0 } s+ 5 + ds

B fors eAlst O'rs Al—l <€Als _ I) AQdS]
0 I,

A A4,
0 0

(1.56)

A feAe] " A A A - 1] AQ]

L 0 It
At (e-1) A (A (8. -1)-1In) AQ]
| 0 I,

Depending on the specific singularity of A (see Section 1.1.3.3 for details on
how this is determined in CTSM) and the particular nature of the inputs,
several different cases are possible as shown in the following.

General case: Singular A, first order hold on inputs

In the general case, the Kalman filter prediction can be calculated as follows:

B =P — U/0 eA*sdsUT Ba + U/O e dsUT B (ar, +u;) (1.57)

with:

/TseASds: A (‘i’i*I) A (AII (‘i’i*g*[“) AQ] (1.58)

0 i 0 I,

and

[ [0 01

0 0

A (AT (AT (@1 1)+ @) 1) ] e
I

Special case no. 1: Singular A, zero order hold on inputs

The Kalman filter prediction for this special case can be calculated as follows:

ﬁ?jJrl = ‘I)Siij + U/ eAstUTB’U,j (160)
0
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with:

[eAvas - [Afl (2.-1) 47 (47 (8. -1)- 1) A2] (L61)
0 0 I,

Special case no. 2: Nonsingular A, first order hold on inputs

The Kalman filter prediction for this special case can be calculated as follows:

Tj =D.2; — / A% sdsBa —|—/ A5 dsB (ats + uy ) (1.62)
0 0

with:

/ eAsds = A7 (@, — 1) (1.63)
0

and:

/ eAgds = AL (-A7 (@, — 1) + ®,7,) (1.64)
0

Special case no. 3: Nonsingular A, zero order hold on inputs

The Kalman filter prediction for this special case can be calculated as follows:

ij-‘rl = ¢5i7j +/ ‘eAstB’U,j (165)
0
with:

/ Asds — AN (@, — ) (1.66)
0

Special case no. 4: Identically zero A, first order hold on inputs

The Kalman filter prediction for this special case can be calculated as follows:
Tjp1 =) — / eA*sdsBa —|—/ e dsB (at, + u;) (1.67)
0 0

with:
/ eA%ds = I, (1.68)
0

and:

Ts 7_2
/ eAsds = T (1.69)
0 2
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Special case no. 5: Identically zero A, zero order hold on inputs
The Kalman filter prediction for this special case can be calculated as follows:
Ts
:%j-&-l = ij +/ GASdSB’U,j (170)
0
with:

/ eAsds — I, (1.71)
0

1.1.3.2 Extended Kalman filtering

For NL models €, (or €}) and Ry,;_1 (or RZ\k—l) can be computed for a given
set of parameters 6 and initial states @y by means of a continuous-discrete
extended Kalman filter, i.e. by means of the output prediction equations:

Yhlh—1 = h(xgp—1, ur, tr, 0) (1.72)
Ry 1 =CPy; ,CT + 8 (1.73)

the innovation equation:
€k =Y — ’f/k\k—1 (1.74)

the Kalman gain equation:

Ki =Py 1C"Ry; (1.75)

the updating equations:
Ty = Typ—1 + Kpek (1.76)
Py = Pyjp_1 — KRy K, (1.77)

and the state prediction equations:

dx N
d?k = ‘f(a;t‘mut,t,a) , € [try trg] (1.78)
dP

where the following shorthand notation has been applied*:

h
Al oo
8213,5 m::ﬁMk,l,u:uk,t:tk,g 83315 m=ik\k71vu=uk7t:tk79 (180)
o =o(ug,tr,0), S = S(ug,t, 0)

4Within CTSM the code needed to evaluate the Jacobians is generated through analytical
manipulation using a method based on the algorithms of Speelpenning (1980).
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Initial conditions for the extended Kalman filter are &,;, = ®o and Py, = Py,
which may either be pre-specified or estimated along with the parameters as
a part of the overall problem (see Section 1.1.3.4). Being a linear filter, the
extended Kalman filter is sensitive to nonlinear effects, and the approximate
solution obtained by solving (1.78) and (1.79) may be too crude (Jazwinski,
1970). Moreover, the assumption of Gaussian conditional densities is only
likely to hold for small sample times. To provide a better approximation, the
time interval [tg,¢r41[ is therefore subsampled, i.e. [tx,...,t;,...,tx41[, and
the equations are linearized at each subsampling instant. This also means that
direct numerical solution of (1.78) and (1.79) can be avoided by applying the
analytical solutions to the corresponding linearized propagation equations:

Az, . R R

d;u = f(@jj-1,u;,t5,0) + A& — ;) + B(uy —uy), t € [t;,t;01] (1.81)
dPtlj _ T T

at —APt|j+Pt‘jA +oo”,t € [tj,tj+1[ (182)

where the following shorthand notation has been applied?:

i of
T=2 ;| _1,u=u;,t=t;,0 (183)

’ aut ’

g = o-(uj,tj,H) 5 S = S(uj7tj70)

amt =21, u=u;,t=t;,0

The solution to (1.82) is equivalent to the solution to (1.35), i.e.:
P =®,P;;®" +/0 Mool (e4) ds (1.84)

where 75 =t;11 —t; and @5 = e“7=. The solution to (1.81) is not as easy to
find, especially if A is singular. Nevertheless, by simplifying the notation, i.e.:

dx . .
Ttt :f—l—A(a:t—a:j)—&-B(ut—uj) ,t e [tj7tj+l[ (185)
and introducing:
o= Ll T Y (1.86)
tiv1 — 1

to allow assumption of either zero order hold (o = 0) or first order hold (o # 0)
on the inputs between sampling instants, i.e.:
da,

o = FHA@ &)+ Blalt —t)) uy —uy)  t€ it (187)

5Within CTSM the code needed to evaluate the Jacobians is generated through analytical
manipulation using a method based on the algorithms of Speelpenning (1980).
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and by introducing the singular value decomposition (SVD) of A, i.e. v,
a solvable equation can be obtained as follows:

s
% — f+USVT (&, — &;) + Balt — t;)
o
UT% —UTf+UTUSVTUU" (&, — &;) + UTBa(t — t;)
(1.88)
d
% —UTf+2VTU(2, — 2;) + U'Ba(t — t)
dZt ~ ~ ~
E = f + A(Zt — Zj) + Ba(t — tj) , 1€ [tj7tj+1[

Yvhere the transformation z; = UTﬁzt has been introducedNalong with the vector
f =U"f and the matrices A = XV U = UT AU and B = U" B. Now, if A
is singular, the matrix A has a special structure:

A= ﬁ‘)l ‘2(1)2] (1.89)

which makes it possible to split up the previous result in two distinct equations:

Azt . - - ~

cTtt =f1+ A1z — z)) + As(z] — 25) + Bra(t — t;), t € [tj,tj41] (1.90)
1.90

dz? - -

cTtt = fo+ Baa(t —t;), t € [tj,tj1]

which can then be solved one at a time for the transformed variables. Solving

the equation for 27, with the initial condition z?:tj = z?, yields:

- 1 -~
z; =20+ ot —t;) + §Bga(t —t;)?  t € [ty tj] (1.91)

which can then be substituted into the equation for z; to yield:

dz} _ - 1 (1 1 y r 1= 2
ﬁ:fl""Al(zt —z;)+ A fz(t_tj)+§B2a(t_tj) (1.92)
+Bia(t—t;) , t €[t tj]
Introducing, for ease of notation, the constants:
1- - L. - - -
FE = §A232a 3 F = A2f2 + Bla y G = fl — Alz} (193)

and the standard form of a linear inhomogenous ordinary differential equation:

1
dz;

o Azl =Bt —t;)> + F(t —t;) + G , t € [t tj11] (1.94)
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gives the solution:

z} = eArt (/eAlt (E(t—t;)*+F(t—t;)+G) dt+c) JtE [ty i (1.95)
which can be rearranged to:

Py (I(t )2+ 247 (t—t) + 221;2) E
N o ] (1.96)
—A ((I(t —t)+ A, 1) F+ G) teMte te [t

Using the initial condition z%:t], = z} to determine the constant c, i.e.:

z} = —Al_l (QAIQE + Al_lF + G) teAitic
S, (1.97)
c=e At (A1 (2A1 E+A'F+ G) + z;)
the solution can be rearranged to:
2l=—Aa; (I(t )2 424, (t—t) + 221_2) E
t 1 J 1 J 1
~4 ((1e-1)+ A ) F+G) (1.98)
+ M) (A7 A B+ A P+ G) 4 2)) te [t

which finally yields:

Zhg = —A; ((Irf +247 ' + 221;2) E + (ITS + A;l) F + G)
+d, (211_1 (2211_213 YA 'F+ G) + z})
_ 4! ((173 +24]'r 1 24,7) ;AQBQQ)
~ A (1 + A7) (Aofy + Bra) + (Fu - Aiz)))
s (A11 (22112;2121?204 F A7 (Aufy+ Bmz)))
+d! (A;l (}1 - Alz}) + z;)
1
2

AQBQQTE —+ (Al_lAQBga—kAg}'Q—&-Bla)Ts)

(1.99)

n (&: - I) A7’ (AleQBQa +Aofy + Bra+ Alfl)
1

2a7‘s2 — 1211_1 (A;1A232Q+A2f2+31a)73

I
I}
—
|
=N = =
N
i
[V}
&

£ A7 (8- 1) (47 (A ABoat AsFy+ Bia) + 1)
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and:

- 1.
z?-&-l = Z? + foTs + 53204732 (1.100)

<1
where ®, is the upper left part of the matrix:

o, .

&, =U"d.U =
I

(1.101)

and where the desired solution in terms of the original variables &;,; can be
found by applying the reverse transformation &; = U z;.

Depending on the specific singularity of A (see Section 1.1.3.3 for details on
how this is determined in CTSM) and the particular nature of the inputs,
several different cases are possible as shown in the following.

General case: Singular A, first order hold on inputs
In the general case, the extended Kalman filter solution is given as follows:
Zj1; = 25— %AIlA?B?O‘TSQ
~ A" (A;1A232a+A2 fﬁBla)TS (1.102)
+ 1211_1 (‘i’i - I) (A;1 (A;1A2320¢+A2f2+310¢) + f1)
and:

- 1 -
22 =25+ fams + 5Bgowf (1.103)

where the desired solution in terms of the original variables & |; can be found
by applying the reverse transformation &; = U z;.
Special case no. 1: Singular A, zero order hold on inputs
The solution to this special case can be obtained by setting ac = 0, which yields:
1 1 1~ -1 =1 1 ~
2t T Ryl T A Asfors + A (‘I’s - I) (A1 Asfy+ fl) (1.104)

and:
Zjp1y; = 25 + Fats (1.105)

where the desired solution in terms of the original variables & |; can be found
by applying the reverse transformation &; = U z;.
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Special case no. 2: Nonsingular A, first order hold on inputs

The solution to this special case can be obtained by removing the SVD depen-
dent parts, i.e. by replacing z,}i Ay, By and f, with x;, A, B and f respec-
tively, and by setting 22, Ay, By and f, to zero, which yields:

&1, =2;; — A 'Bar,+ A”' (&, —I) (A"'Ba+ f) (1.106)

Special case no. 3: Nonsingular A, zero order hold on inputs

The solution to this special case can be obtained by removing the SVD depen-
dent parts, i.e. by replacing z,}g Ay, By and f, with x;, A, B and f respec-
tively, and by setting 22, Ay, By and f, to zero and a= 0, which yields:

Tjpay =2+ AT (R~ ) f (1.107)

Special case no. 4: Identically zero A, first order hold on inputs

The solution to this special case can be obtained by setting A to zero and
solving the original linearized state propagation equation, which yields:

1
"i}j-i-l\j = ﬁjj|j + fTs + §Ba7's,2 (1108)

Special case no. 5: Identically zero A, zero order hold on inputs

The solution to this special case can be obtained by setting A to zero and o« = 0
and solving the original linearized state propagation equation, which yields:

T = &5 + f (1.109)

Numerical ODE solution as an alternative

The subsampling-based solution framework described above provides a bet-
ter approximation to the true state propagation solution than direct numer-
ical solution of (1.78) and (1.79), because it more accurately reflects the true
time-varying nature of the matrices A and o in (1.79) by allowing these to
be re-evaluated at each subsampling instant. To provide an even better ap-
proximation and to handle stiff systems, which is not always possible with the
subsampling-based solution framework, an option has been included in CTSM
for applying numerical ODE solution to solve (1.78) and (1.79) simultaneously®,
which ensures intelligent re-evaluation of A and o in (1.79).

6The specific implementation is based on the algorithms of Hindmarsh (1983), and to be
able to use this method to solve (1.78) and (1.79) simultaneously, the n-vector differential
equation in (1.78) has been augmented with an n x (n 4 1)/2-vector differential equation
corresponding to the symmetric n X n-matrix differential equation in (1.79).
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Iterated extended Kalman filtering

The sensitivity of the extended Kalman filter to nonlinear effects not only
means that the approximation to the true state propagation solution provided
by the solution to the state prediction equations (1.78) and (1.79) may be too
crude. The presence of such effects in the output prediction equations (1.72)
and (1.73) may also influence the performance of the filter. An option has
therefore been included in CTSM for applying the iterated extended Kalman
filter (Jazwinski, 1970), which is an iterative version of the extended Kalman
filter that consists of the modified output prediction equations:

Yip1 = h(ni, un, tr, 0) (1.110)
Ry, =CiPy;,_.C] + 8 (1.111)
the modified innovation equation:
‘52 =Y — @Z\kq (1.112)
the modified Kalman gain equation:
K}, = Pyj—1C] (Ryy )" (1.113)
and the modified updating equations:
Niv1 = Tpje—1 + Kr(e), — Ci(@pp—1 — m)) (1.114)
P = Py — KRy 1 (K})" (1.115)
where: oh
i= —— (1.116)
8CCt r=n;,u=uy,t=ty,0
and 11 = @p—1. The above equations are iterated for i = 1,..., M, where M

is the maximum number of iterations, or until there is no significant difference
between consecutive iterates, whereupon &y, = s is assigned. This way, the
influence of nonlinear effects in (1.72) and (1.73) can be reduced.

1.1.3.3 Determination of singularity

Computing the singular value decomposition (SVD) of a matrix is a computa-
tionally expensive task, which should be avoided if possible. Within CTSM
the determination of whether or not the A matrix is singular and thus whether
or not the SVD should be applied, therefore is not based on the SVD itself,
but on an estimate of the reciprocal condition number, i.e.:

1
il —— (1.117)
AllA™
where |A| is the 1-norm of the A matrix and |A™!| is an estimate of the 1-norm
of A~!. This quantity can be computed much faster than the SVD, and only
if its value is below a certain threshold (e.g. 1e-12), the SVD is applied.
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1.1.3.4 Initial states and covariances

In order for the (extended) Kalman filter to work, the initial states &g and their
covariance matrix Py must be specified. Within CTSM the initial states may
either be pre-specified or estimated by the program along with the parameters,
whereas the initial covariance matrix is calculated in the following way:

t1
Py = PS/ eAaal (e ds (1.118)

to

i.e. as the integral of the Wiener process and the dynamics of the system over
the first sample, which is then scaled by a pre-specified scaling factor Ps; > 1.

1.1.3.5 Factorization of covariance matrices

The (extended) Kalman filter may be numerically unstable in certain situa-
tions. The problem arises when some of the covariance matrices, which are
known from theory to be symmetric and positive definite, become non-positive
definite because of rounding errors. Consequently, careful handling of the co-
variance equations is needed to stabilize the (extended) Kalman filter. Within
CTSM, all covariance matrices are therefore replaced with their square root
free Cholesky decompositions (Fletcher and Powell, 1974), i.e.:

P=LDL" (1.119)

where P is the covariance matrix, L is a unit lower triangular matrix and D
is a diagonal matrix with d;; > 0, Vi. Using factorized covariance matrices, all
of the covariance equations of the (extended) Kalman filter can be handled by
means of the following equation for updating a factorized matrix:

P=P+GD,G" (1.120)

where P is known from theory to be both symmetric and positive definite and
P is given by (1.119), and where D, is a diagonal matrix and G is a full matrix.
Solving this equation amounts to finding a unit lower triangular matrix L and
a diagonal matrix D with d;; > 0, Vi, such that:

P=LDL" (1.121)

and for this purpose a number of different methods are available, e.g. the
method described by Fletcher and Powell (1974), which is based on the modified
Givens transformation, and the method described by Thornton and Bierman
(1980), which is based on the modified weighted Gram-Schmidt orthogonali-
zation. Within CTSM the specific implementation of the (extended) Kalman
filter is based on the latter, and this implementation has been proven to have
a high grade of accuracy as well as stability (Bierman, 1977).
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Using factorized covariance matrices also facilitates easy computation of those
parts of the objective function (1.26) that depend on determinants of covariance
matrices. This is due to the following identities:

det(P) = det(LDL") = det(D) = [ [ s (1.122)

1.1.4 Data issues

Raw data sequences are often difficult to use for identification and parameter
estimation purposes, e.g. if irregular sampling has been applied, if there are
occasional outliers or if some of the observations are missing. CTSM also
provides features to deal with these issues, and this makes the program flexible
with respect to the types of data that can be used for the estimation.

1.1.4.1 Irregular sampling.

The fact that the system equation of a continuous-discrete stochastic state
space model is formulated in continuous time makes it easy to deal with ir-
regular sampling, because the corresponding state prediction equations of the
(extended) Kalman filter can be solved over time intervals of varying length.

1.1.4.2 Occasional outliers

The objective function (1.26) of the general formulation (1.27) is quadratic
in the innovations e};, and this means that the corresponding parameter esti-
mates are heavily influenced by occasional outliers in the data sets used for the
estimation. To deal with this problem, a robust estimation method is applied,
where the objective function is modified by replacing the quadratic term:

vie = (&) (Ryp-1) '€ (1.123)

with a threshold function ¢(v}), which returns the argument for small values
of v}, but is a linear function of €, for large values of v}, i.e.:

i i 2
vy , Vp<c

oo ={ s (1124)

where ¢ > 0 is a constant. The derivative of this function with respect to € is
known as Huber’s v-function (Huber, 1981) and belongs to a class of functions
called influence functions, because they measure the influence of € on the
objective function. Several such functions are available, but Huber’s ¢-function
has been found to be most appropriate in terms of providing robustness against
outliers without rendering optimisation of the objective function infeasible.
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1.1.4.3 Missing observations.

The algorithms of the parameter estimation methods described above also make
it easy to handle missing observations, i.e. to account for missing values in the
output vector y;, for some i and some k, when calculating the terms:

S
= In(det(Ry, 1)) + (€1)" (Rip_1) "€k 1.125
330 (ndet(Riy ) + () (Rl ') (1429)

and: ) -
3 ( (Z > z) + p> In(27) (1.126)

in (1.26). To illustrate this, the case of extended Kalman filtering for NL models
is considered, but similar arguments apply in the case of Kalman filtering for
LTT and LTV models. The usual way to account for missing or non-informative
values in the extended Kalman filter is to formally set the corresponding ele-
ments of the measurement error covariance matrix S in (1.73) to infinity, which
in turn gives zeroes in the corresponding elements of the inverted output co-
variance matrix (Rk| #—1)" ! and the Kalman gain matrix K, meaning that
no updating will take place in (1.76) and (1.77) corresponding to the missing
values. This approach cannot be used when calculating (1.125) and (1.126),
however, because a solution is needed which modifies both €, R§;| x—1 and [ to
reflect that the effective dimension of yi is reduced. This is accomplished by
replacing (1.2) with the alternative measurement equation:

y,=F (h(ack,uk,tk,H) + ek) (1.127)

where E is an appropriate permutation matrix, which can be constructed from
a unit matrix by eliminating the rows that correspond to the missing values
in y,. If, for example, y, has three elements, and the one in the middle is
missing, the appropriate permutation matrix is given as follows:

EB 8 ﬂ (1.128)

Equivalently, the equations of the extended Kalman filter are replaced with the
following alternative output prediction equations:

@k“@fl = Eh(ik‘\k—laulmtka 0) (1129)
Ry = ECPy,_,C"E" + ESE" (1.130)

the alternative innovation equation:

€ =Yy, _ﬁk\kfl (1.131)
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the alternative Kalman gain equation:
Ky =Py 1CTE"Ry)_, (1.132)
and the alternative updating equations:
Zp = Ty + Ki€p (1.133)
P, = Prjr—1 —fkﬁmk—lfz (1.134)

The state prediction equations remain the same, and the above replacements
in turn provide the necessary modifications of (1.125) to:

N;

S .
SN (n(det(Ryy)) + (@) Rige-n) 'e)  (1.135)

=1 k=1

l\D\H

whereas modifying (1.126) amounts to a simple reduction of [ for the particular
values of i and k with the number of missing values in yi.

1.1.5 Optimisation issues

CTSM uses a quasi-Newton method based on the BFGS updating formula and
a soft line search algorithm to solve the nonlinear optimisation problem (1.27).
This method is similar to the one described by Dennis and Schnabel (1983),
except for the fact that the gradient of the objective function is approximated
by a set of finite difference derivatives. In analogy with ordinary Newton-
Raphson methods for optimisation, quasi-Newton methods seek a minimum of
a nonlinear objective function F(0): RP — R, i.e.:

mein F(0) (1.136)
where a minimum of F(0) is found when the gradient g(8) = 61;;9) satisfies:
g(6)=0 (1.137)

Both types of methods are based on the Taylor expansion of g(0) to first order:

9(0' + ) = g(0) + 229

lo—g: & + 0(3) (1.138)

which by setting g(8° 4+ 8) = 0 and neglecting 0(d) can be rewritten as follows:

6" =—H;'g(8") (1.139)
0t =0" + 4" (1.140)



1.1. Parameter estimation 23

i.e. as an iterative algorithm, and this algorithm can be shown to converge to
a (possibly local) minimum. The Hessian H; is defined as follows:

amml _
09 '9=%"

H, = (1.141)
but unfortunately neither the Hessian nor the gradient can be computed ex-
plicitly for the optimisation problem (1.27). As mentioned above, the gradient
is therefore approximated by a set of finite difference derivatives, and a secant
approximation based on the BFGS updating formula is applied for the Hes-
sian. It is the use of a secant approximation to the Hessian that distinguishes
quasi-Newton methods from ordinary Newton-Raphson methods.

1.1.5.1 Finite difference derivative approximations

Since the gradient g(Hi) cannot be computed explicitly, it is approximated by
a set of finite difference derivatives. Initially, i.e. as long as ||g(0)|| does not
become too small during the iterations of the optimisation algorithm, forward
difference approximations are used, i.e.:

F(0' +5je;) — F(6")

9;(0°) = 5
J

Li=1,...,p (1.142)

where g;(8") is the j’th component of g(8") and e; is the j’th basis vector. The
error of this type of approximation is o(d;). Subsequently, i.e. when ||g(8)]|
becomes small near a minimum of the objective function, central difference
approximations are used instead, i.e.:

F(0' +65e;) — F(O' —5;e5)

9;(6") ~ 55
J

Li=1,...,p (1.143)

because the error of this type of approximation is only 0(5]2-). Unfortunately,
central difference approximations require twice as much computation (twice the
number of objective function evalutions) as forward difference approximations,
so to save computation time forward difference approximations are used ini-
tially. The switch from forward differences to central differences is effectuated
for ¢ > 2p if the line search algorithm fails to find a better value of 6.

The optimal choice of step length for forward difference approximations is:

5]‘ = 77%9]’ (1.144)

5; =n30; (1.145)

where 7 is the relative error of calculating F(0) (Dennis and Schnabel, 1983).
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1.1.5.2 The BFGS updating formula

Since the Hessian H; cannot be computed explicitly, a secant approximation
is applied. The most effective secant approximation B; is obtained with the
so-called BFGS updating formula (Dennis and Schnabel, 1983), i.e.:

y,y7 Bisis] B;
Y _

T
Y; Si S; B;s;

B =B + (1.146)

where y; = g(0;+1) — g(0;) and s; = 0,41 — 0;. Necessary and sufficient con-
ditions for B; 1 to be positive definite is that B; is positive definite and that:

yisi >0 (1.147)

This last demand is automatically met by the line search algorithm. Further-
more, since the Hessian is symmetric and positive definite, it can also be written
in terms of its square root free Cholesky factors, i.e.:

B, =L;D,L" (1.148)
where L; is a unit lower triangular matrix and D; is a diagonal matrix with

d§j > 0, V9, so, instead of solving (1.146) directly, B;; can be found by up-
dating the Cholesky factorization of B; as shown in Section 1.1.3.5.

1.1.5.3 The soft line search algorithm

With & being the secant direction from (1.139) (using H; = B; obtained from
(1.146)), the idea of the soft line search algorithm is to replace (1.140) with:

0t = 0" + \;4° (1.149)

and choose a value of A; > 0 that ensures that the next iterate decreases F ()
and that (1.147) is satisfied. Often A\; = 1 will satisfy these demands and (1.149)
reduces to (1.140). The soft line search algorithm is globally convergent if each
step satisfies two simple conditions. The first condition is that the decrease in
F(0) is sufficient compared to the length of the step s; = \;0°, i.e.:

F(OTY) < F(0) + ag(6")Ts; (1.150)
where a €10, 1[. The second condition is that the step is not too short, i.e.:
g(0"")"s; > 8g(6")"'s; (1.151)

where (3 €]a, 1[. This last expression and g(8")”s; < 0 imply that:

ylsi=(g(0""") - g(@i))T 5i > (B-1)g(6")7s; >0 (1.152)
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which guarantees that (1.147) is satisfied. The method for finding a value of
A; that satisfies both (1.150) and (1.151) starts out by trying A\; = A\, = 1. If
this trial value is not admissible because it fails to satisfy (1.150), a decreased
value is found by cubic interpolation using F(6*), g(8"), F(6' 4+ ),8") and
g(0" + X,0"). If the trial value satisfies (1.150) but not (1.151), an increased
value is found by extrapolation. After one or more repetitions, an admissible
A; is found, because it can be proved that there exists an interval A; € [A1, Ag]
where (1.150) and (1.151) are both satisfied (Dennis and Schnabel, 1983).

1.1.5.4 Constraints on parameters

In order to ensure stability in the calculation of the objective function in (1.26),
simple constraints on the parameters are introduced, i.e.:

O <O <O j=1,...,p (1.153)

These constraints are satisfied by solving the optimisation problem with respect
to a transformation of the original parameters, i.e.:

I (R ! =1 (1.154)
] max ) J ERREY 4 :
J Gj *9]'

A problem arises with this type of transformation when §; is very close to one
of the limits, because the finite difference derivative with respect to 6; may
be close to zero, but this problem is solved by adding an appropriate penalty
function to (1.26) to give the following modified objective function:

F(6) = —In(p(6]Y,y0)) + P(),0,0™",6™) (1.155)
which is then used instead. The penalty function is given as follows:
9m1n| p ‘er_nax|

P(),0,0™" ™) = : 1.1
( » ’ Z 0 amln = e;nax _ 9] ( 56)

for |9;ni“| >0 and |07 >0, j =1,...,p. For proper choices of the Lagrange
multiplier A and the limiting values 0;““ and 07"* the penalty function has no
influence on the estimation when 6; is well within the limits but will force the
finite difference derivative to increase when 6; is close to one of the limits.

Along with the parameter estimates CTSM computes normalized (by multi-
plication with the estimates) derivatives of F(0) and P(\, 8, 0™, ™) with
respect to the parameters to provide information about the solution. The de-
rivatives of F(0) should of course be close to zero, and the absolute values
of the derivatives of P(X,8,0™", ™) should not be large compared to the
corresponding absolute values of the derivatives of F (@), because this indicates
that the corresponding parameters are close to one of their limits.



26 The mathematics behind the algorithms of CTSM

1.1.6 Performance issues

Solving optimisation problems of the general type in (1.27) is a computationally
intensive task. The binary code within CTSM has therefore been optimized
for maximum performance on all supported platforms, i.e. Linux, Solaris and
Windows. On Solaris systems CTSM also supports shared memory parallel
computing using the OpenMP Application Program Interface (API).

More specifically, the finite difference derivative approximations used to ap-
proximate the gradient of the objective function can be computed in parallel,
and Figure 1.1 shows the performance benefits of this approach in terms of re-
duced execution time and demonstrates the resulting scalability of the program
for the bioreactor example used in the User’s Guide. In this example there are
11 unknown parameters, and in theory using 11 CPU’s should therefore be
most optimal. Nevertheless, using 12 CPU’s seems to be slightly better, but
this may be due to the inherent uncertainty of the determination of execution
time. The apparently non-existing effect of adding CPU’s in the interval 6-10
is due to an uneven distribution of the workload, since in this case at least one
CPU performs two finite difference computations, while the others wait.

1.2 Other features

Secondary features of CTSM include computation of various statistics and
facilitation of residual analysis through validation data generation.

1.2.1 Various statistics

Within CTSM an estimate of the uncertainty of the parameter estimates is
obtained by using the fact that by the central limit theorem the estimator in
(1.27) is asymptotically Gaussian with mean 6 and covariance:

S, =H"' (1.157)
where the matrix H is given by:
82
hii} = —FE In (p(0]Y, cij=1,..., 1.158
{hij} {aoiaej n (p(6)| yo))} irJ p (1.158)

and where an approximation to H can be obtained from:

2

0 .
)~ = (g WO o) )|,y i =1p (1150

which is the Hessian evaluated at the minimum of the objective function, i.e.
H;|,_;. As an overall measure of the uncertainty of the parameter estimates,
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(a) Performance. (b) Scalability.

Figure 1.1. Performance (execution time vs. no. of CPU’s) and scalability (no. of
CPU’s vs. no. of CPU’s) of CTSM when using shared memory parallel computing.
Solid lines: CTSM values; dashed lines: Theoretical values (linear scalability).

the negative logarithm of the determinant of the Hessian is computed, i.e.:
—In (det (H|,_)) (1.160)

The lower the value of this statistic, the lower the overall uncertainty of the
parameter estimates. A measure of the uncertainty of the individual parameter
estimates is obtained by decomposing the covariance matrix as follows:

Eé = UéRO‘é (1.161)
into o, which is a diagonal matrix of the standard deviations of the parameter
estimates, and R, which is the corresponding correlation matrix.

The asymptotic Gaussianity of the estimator in (1.27) also allows marginal
t-tests to be performed to test the hypothesis:

Hy: 0;=0 (1.162)
against the corresponding alternative:
Hy: 6;#0 (1.163)

i.e. to test whether a given parameter ¢; is marginally insignificant or not.
The test quantity is the value of the parameter estimate divided by the stan-
dard deviation of the estimate, and under Hy this quantity is asymptotically
t-distributed with a number of degrees of freedom DF that equals the total
number of observations minus the number of estimated parameters, i.e.:

) é S N;
;)= € t(DF) =t ((ZZZ) —p> (1.164)
Gé]

1=1 k=1
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(a) P(t < |24(9;)]). (b) P(t<—|2*(6;)| A t>]2*(6))]).

Figure 1.2. Illustration of computation of P(t<—|z!(6;)] A t>|24(6;)]) via (1.167).

where, if there are missing observations in y¢ for some i and some k, the
particular value of [ is reduced with the number of missing values in ;. The
critical region for a test on significance level « is given as follows:

2(0;) <t(DF)a Vv 2'(0;) > t(DF);_2 (1.165)
and to facilitate these tests, CTSM computes z(6;) as well as the probabilities:
P(t<—\zt(éj)|m>\zt(éj)|) (1.166)

for j =1,...,p. Figure 1.2 shows how these probabilities should be interpreted
and illustrates their computation via the following relation:

P (t<—\zt(éj)| A t>|zt(éj)|) =9 (1 _P(t< \zf(éjm) (1.167)

with P(t < |2!(6;)|) obtained by approximating the cumulative probability den-
sity of the ¢-distribution ¢(DF) with the cumulative probability density of the
standard Gaussian distribution N (0, 1) using the test quantity transformation:

N 1

ZN(6;) = 2(6;) — aF e N(0,1) (1.168)

/14 (10,2
L+ “=5F

The cumulative probability density of the standard Gaussian distribution is
computed by approximation using a series expansion of the error function.

1.2.2 Validation data generation

To facilitate e.g. residual analysis, CTSM can also be used to generate vali-
dation data, i.e. state and output estimates corresponding to a given input data
set, using either pure simulation, prediction, filtering or smoothing.
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1.2.2.1 Pure simulation data generation

The state and output estimates that can be generated by means of pure si-
mulation are &) and ykm, k=20,...,N, along with their standard deviations

SD(&)0) = +/diag(Ppo) and SD( yk|0 Vdiag(Ryo), K =0,...,N. The es-

timates are generated by the (extended) Kalman filter without updating.

1.2.2.2 Prediction data generation

The state and output estimates that can be generated by prediction are &y,
Jj=1 and ypp_y, j =21, k=0,...,N, along with their standard deviations

SD(Zp—j) = \/dlag(Pk“C J)andSD Yppi—j) = v/diag(Rpp—;), k= 0,..., N.

The estimates are generated by the (extended) Kalman filter Wlth updatlng

1.2.2.3 Filtering data generation

The state estimates that can be generated by filtering are &, k =0,..., N,
along with their standard deviations SD(&y;) = +/diag(Pyx), kK =0,..., N.

The estimates are generated by the (extended) Kalman filter with updating.

1.2.2.4 Smoothing data generation

The state estimates that can be generated by smoothing are &gy, k =0,..., N,
along with their standard deviations SD(Zy ) = \/diag(Pyn), K =0,..., N.
The estimates are generated by means of a nonlinear smoothing algorithm

based on the extended Kalman filter (for a formal derivation of the algorithm,
see Gelb (1974)). The starting point is the following set of formulas:

~ _ ~ -1~
Zp v = Py (Pkﬁc,lwkmq + Pk|kﬂ3k|k> (1.169)
_ ——1\!
Py = (Phy + P (1.170)

which states that the smoothed estimate can be computed by combining a
forward filter estimate based only on past information with a backward fil-
ter estimate based only on present and “future” information. The forward
filter estimates &yx_1, k=1,..., N, and their covariance matrices Ppx_1,
k=1,...,N, can be computed by means of the EKF formulation given above,
which is straightforward. The backward filter estimates ik“c, k=1,...,N,
and their covariance matrices Py, kK =1,..., N, on the other hand, must be
computed using a different set of formulas. In this set of formulas, a transform-
ation of the time variable is used, i.e. 7 =t — ¢, which gives the SDE model,
on which the backward filter is based, the following system equation:

deiy—r = —f(@iy—rs U, —r,tn — 7,0)dT — 0 (Ut —r,tn — 7,0)dw, (1.171)
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where 7 € [0,¢y]. The measurement equation remains unchanged. For ease of
. . . . . . . -1l
implementation a coordinate transformation is also introduced, i.e. s; = P, @,

and the basic set of formulas in (1.169)-(1.170) is rewritten as follows:

Tpn = Py (P;ﬁc,lffﬂk\kq +8k\k> (1.172)
_ ——1\1
Pyn = (Pkﬁc—l + Pk|k> (1.173)
The backward filter consists of the updating equations:

skik = Skt + Cu Syt (Y — h(@rpp—1, wr, th, ) + Crdbpp—)  (1.174)
——1 =1 _
P = Py + CZSk 'Cy, (1.175)

and the prediction equations:

dsy—r+ —
tgilk = AZStN*TUC - PtleT‘ko-To-ZjSthT‘k‘ (1176)
T
— N N
- PtN—T|k (f(th—'rlk’uthTatN - Tae) - AthN—TUc) (1177)
— 1
AP, _ ) —-1 —1 —1 —1
577_ = PtN—le‘AT + AIPtN—T|k - PtN—T‘k‘o-TO-ZPtN—le (1'178)

which are solved, e.g. by means of an ODE solver, for 7 € [, Tk+1]. In all of
the above equations the following simplified notation has been applied:

_of o

A - tn—T.0 Ck = ST |a ty,0
T amt‘thfﬂk,utN—n N—T,0 » 8mt|wk|k*1’u’“’ ko (1179)

Or = o-(uthT,tN -7, 0) ; Sy = S(ukvtkve)

Initial conditions for the backward filter are sy y41 =0 and ﬁj_\ﬁNH =0,
which can be derived from an alternative formulation of (1.172)-(1.173):

Tp|v = Priv (P;ﬁcfik\k + 5k|k+1) (1.180)
_ ——1 -1
Py = (Pkl}c + PklkH) (1.181)

by realizing that the smoothed estimate must coincide with the forward filter
estimate for k = N. The smoothing feature is only available for NL models.
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