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Solution for exercise 6.5.10 in Pitman 1

Question a) We first note from page 454 that since V are W are bivariate normal,
then

X =
V − µV

σV
Y =

W − µW

σW

are bivariate standardized normal. From page 451 we have that we can write

Y = ρX +
√

1 − ρ2Z

where X and Z are standardized independent normal variables. Thus any linear com-
bination of V and W will be a linear combination of X and Z. We know from chapter
5.3 (e.g. page 363) that such a combination is a normal variable. By inserting the above
into the expression, aV +bW , we find (after some tedious calculations) the actual linear
combinations to be

aV + bW=aµV + bµW + (aσV + bρσW )X + bσW
√

1 − ρ2Z.

Now, for the combination dV + dW (which we need in question b) and c)) we get

cV + dW=cµV + dµW + (cσV + dρσW )X + dσW
√

1 − ρ2Z

Such that aV + bW has normal (aµV + bµW , a
2σ2

V + b2σ2
W + 2abρσV σW )? distribution

and cV + dW has normal (cµV + dµW , c
2σ2

V + d2σ2
W + 2cdρσV σW ) distribution.

Bivariate Normal Distribution:
Random variables U and V follow a
bivariate normal distribution if and
only if the standardized variables
X = (U − µU)/σU , and
Y = (V − µV )/σV
have standard bivariate normal distri-
bution with correlation ρ.

Standard Bivariate Normal Distribution:
Random variables X and Y have standard bivari-
ate normal distribution with correlation ρ if and
only if
Y = ρX +

√
1 − ρ2Z,

where X ∼ N(0, 1) and Z ∼ N(0, 1) are indepen-
dent.

Sums of Independent Normal Variables:
If random variables X ∼ N(λ, σ2) and Y ∼
N(µ, τ 2), then their sum, X + Y , has a normal
(λ+ µ, σ2 + τ 2) distribution.

Since X and Z follow a stan-
dard normal distribution,
aµV + bµW is the only term
that affects the mean of the
linear combination. As for the
products (aσV + bρσW )X and
bσW

√
1 − ρ2Z, the variance be-

comes:
(aσV + bρσW )2 + (bσW

√
1 − ρ2)2.

By expanding the first term, we
get
a2σ2

V + b2ρ2σ2
W + 2abρσV σW

and the second term
b2σ2

W − b2ρ2σ2
W ,

which finally yields a2σ2
V +

b2ρ2σ2
W + 2abρσV σW + b2σ2

W −
b2ρ2σ2

W =
a2σ2

V + b2σ2
W + 2abρσV σW

Question b) We have from question a) that

V1 = aV + bW=µ1 + γ11X + γ12Z W1 = cV + dW=µ2 + γ21X + γ22Z

for some appropriate constants. We can rewrite these expressions to get

V1 − µ1√
γ211 + γ212

=
γ11X + γ12Z√

γ211 + γ212
= X1

W1 − µ2√
γ221 + γ222

=
γ21X + γ22Z√

γ221 + γ222
= Y1
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such that X1 and Y1 are standard normal variables?. We see that with some effort we
would be able to write

Y1=ρ1X1 +
√

1 − ρ21Z1

and we conclude from page 454 that V1 and W2 are bivariate normal variables.

We have V1 = µ1 + γ11X + γ12Z,
where X and Z are standard normal
variables. Thus, V1 ∼ N(µ1, γ

2
11 + γ212).

By standardizing V1, we get

µ1 + γ11 + γ12Z − µ1√
γ211 + γ212

= X1

yielding X1 ∼ N(0, 1). The same
thing can be done for W1, which will
yield the variable Y1 ∼ N(0, 1).

Question c) We find the parameters using standard results for mean and variance?

µ1=E(aV + bW ) = aµV + bµW µ2=E(cV + dW ) = cµV + bµW

σ2
1=a2σ2

V + b2σ2
W + 2abρσV σW σ2

2=c2σ2
V + d2σ2

W + 2cdρσV σW

We find the covariance (see page 430) from

E((aV + bW − (aµV + bµW ))(cV + dW − (cµV + dµW )))

= E[(a(V − µV ) + b(W − bµW ))(c(V − µV ) + d(W − µW ))] etc.

Notice that you may refer to the dis-
tributions that were derived in ques-
tion a).

Definition of Covariance:
For random variables X and Y , the
covariance is defined as
Cov(X, Y ) = E[(X − µX)(Y − µY )],
where µX and µY are the means of X
and Y , respectively.


