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Solution for exercise 6.4.6 in Pitman 1

Since

P (X = 0|Y = 12)=P (X1−X2 = 0|X1+X2 = 12)=1? 6= P (X1−X2 = 0)=P (X = 0)?

Thus X and Y are clearly not independent. To show that X and Y are uncorrelated,
we use the definition of covariance on page 430

Cov(X, Y )=E((X − E(X))(Y − E(Y ))) = E(XY )− E(X)E(Y )=E(XY )?

leading to,

E(XY ) = E((X1 −X2)(X1 + X2))=E(X2
1 −X2

2 )=E(X2
1 )− E(X2

2 )=0?

Consider the condition Y =
X1 + X2 = 12. This can only
be achieved if X1 = X2 = 6, in
which case X = X1 − X2 = 0 is
the only possible outcome for X.

By considering the unconditional
probability, we see that X = 0
can take place in any case where
X1 = X2. The probability of
this occurring is related to all
the other (X1, X2) pairs; hence
decreasing the probability.

X is symmetric around 0, and
thus E(X) = 0.

X1 and X2 have identical distri-
butions, and therefore
E(X2

1 ) = E(X2
2 ).

Furthermore, from page 433 we
know that if
Cov(X, Y ) = 0 then
Corr(X, Y ) = 0 as well.

Definition of Covariance:
Two random variables X and Y have co-
variance
Cov(X, Y ) = E[(X − E(X))(Y − E(Y ))] =
E(XY )− E(X)E(Y ),
where E(X) and E(Y ) are the expected
values of X and Y , respectively.
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