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Solution for exercise 6.1.1 in Pitman 1

Question a)

X is binomially distributed b
(

3, 1
2

)
?.

P (X = 0)=
1

8
, P (X = 1)=

3

8
, P (X = 2)=

3

8
, P (X = 3)=

1

8

For the binomial distribution, we have
that
P (X = x) =

(
n
x

)
px(1− p)n−x

The probability of heads is p = 1/2,
and the number of trials (flips) are
n = 3. Thus,
P (X = x) =

(
3
x

)
(1/2)x(1/2)3−x

Question b) We introduce the random variables Zx = Y − x with binomial
distribution b

(
3 − x, 1

2

)
. We can write Y = x + Zx for the conditional distribution of

Y . For x = 0 we get

P (Y = 0|X = 0)=
1

8
?, P (Y = 1|X = 0)=

3

8
, P (Y = 2|X = 0)=

3

8
, P (Y = 3|X = 0)=

1

8

For x = 1 we get

P (Y = 1|X = 1)=
1

4
, P (Y = 2|X = 1)=

1

2
, P (Y = 3|X = 1)=

1

4

For x = 2 we get

P (Y = 2|X = 2)=
1

2
, P (Y = 3|X = 2)=

1

2

For x = 3 =
P (Y = 3|X = 3)=1

We have that Zx ∼ b
(
3− x, 1

2

)
.

So to derive P (Y = y|X = x) we use
P (Z = y − x = z|X = x) =(
3−x
y−x

)
(1/2)y−x(1/2)(3−x)−(y−x) =(

3−x
y−x

)
(1/2)3−x =

(
3−x
y−x

)
2x−3
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Question c) We find P (X = x, Y = y) = P (X = x)P (Y = y|X = x). The
distribution table is

X/Y 0 1 2 3
0 1

64
3
64

3
64

1
64

1 0 3
32

3
16

3
32

2 0 0 3
16

3
16

3 0 0 0 1
8

Question d) We find the distribution of Y from the distribution table in the
previous question

P (Y = 0)=
1

64
, P (Y = 1)=

9

64
, P (Y = 2)=

27

64
, P (Y = 3)=

27

64

Question e) Using P (X = x|Y = y) = P (X=x,Y=y)
P (Y=y)

we get for y = 0

P (X = 0|Y = 0)=1

for y = 1

P (X = 0|Y = 1)=
1

3
, P (X = 1|Y = 1)=

2

3
for y = 2

P (X = 0|Y = 2)=
1

9
, P (X = 1|Y = 2)=

4

9
, P (X = 2|Y = 2)=

4

9

for y = 3

P (X = 0|Y = 3)=
1

27
, P (X = 1|Y = 3)=

2

9
, P (X = 2|Y = 3)=

4

9
, P (X = 3|Y = 3)=

8

27

Question f) We find the best guess X̂y by choosing the x with the largest
probability given y.

Y = y 0 1 2 3

X̂y 0 1 1 or 2 2

Question g) For each observation of Y the probability of guessing correctly is
equal to P (X = X̂y|Y = y), thus

3∑
y=0

P (Y = y)P (X = X̂y)=
1

64
· 1 +

9

64
· 2

3
+

27

64
· 4

9
+

27

64
· 4

9
=

31

64


