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Solution for exercise 5.3.9 in Pitman 1

Question a) We will do all the calculations in inches, noting that 1 foot is 12
inches. From page 316, we get the distribution of the largest observation. That is,

P (X(100) > 76)=1− P (X(100) ≤ 76)=1−
(

Φ

(
76− 70

2

))100

=1− 0.9987100 = 0.122

Question b) The average X̄ of the 100 observations is given by X̄ = 1
100

∑100
i=1Xi.

We have from the boxed result page 363 that
∑100

i=1Xi is normally distributed implying
that X̄ is normally distributed. We find mean and standard deviation of X̄ using the
Square Root Law page 194 such that

P (X̄ > 70.5)=1− Φ

(
70.5− 70

2√
100

)
= 1− Φ(2.5)=0.0062

Question c) The Central Limit Theorem (e.g. page 386) can be applied to
question b). Limit theorems exist for maximum and minimum of random variables
(extreme value distributions). These results depend on the specific form of the distri-
bution of the individual Xi’s. One can easily construct counter-examples to disprove
the generality of a), like uniformly distributed Xi’s.

For a set of independent random vari-
ables X1, X2, . . . , Xn,
the cumulative distribution function
of the maximum
Xmax = max{X1, X2, . . . , Xn}
is
Fmax(x) = P (Xmax ≤ x) =
P (X1 ≤ x)P (X2 ≤ x) · · ·P (Xn ≤ x) =
F1(x)F2(x) · · ·Fn(x)

Sums of Independent Normal
Variables:
For independent random variables
X ∼ N(λ, σ2) and Y ∼ N(µ, τ 2),
the resulting distribution of their sum
is
X + Y ∼ N(λ+ µ, σ2 + τ 2)

Square Root Law:
Consider n random variables X1, X2, . . . Xn

with sum Sn and average X̄n = Sn/n. Let
random variable X have the same distribu-
tion as X1, X2, . . . Xn. Then,
E(X) = E(X̄n), and
SD(X̄n) = SD(X)/

√
n
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