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where we have used the independence of X and X5 in the last equality.
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Question b) Let X; denote the number of eggs laid by insect i.
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Question b) Let X; denote the number of eggs laid by insect 7. The probability in question is
P(X; >90) = P(X5 < 60).
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