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Question a) The probability in distribution in question is P (X1 = x1|X1 +X2 = n).

Using
the definition of conditioned probabilities

P (X1 = x1|X1 +X2 = n) =
P (X1 = x1, X1 +X2 = n)

P (X1 +X2 = n)

=
P (X1 = x1, X2 = n− x1)

P (X1 +X2 = n)
=
P (X1 = x1)P (X2 = n− x1)

P (X1 +X2 = n)

where we have used the independence of X1 and X2 in the last equality. Now
using the Poisson probability expression and the boxed result page 226

P (X1 = x1|X1 +X2 = n) =

λ
x1
1

x1!
e−λ1

λ
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−λ2

(λ1+λ2)n

n!
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=
n!

x1!(n− x1)!
λx11 λ

n−x1
2

(λ1 + λ2)n
=

(
n

x1

)
px1(1− p)n−x1

with p = λ1
λ1+λ2

.

Question b) Let Xi denote the number of eggs laid by insect i. The probability in question is
P (X1 ≥ 90) = P (X2 ≤ 60). Now Xi ∈ binomial

(
150, 1

2

)
. Use the normal

approximation to the binomial distribution page 99 to get

P (X2 ≤ 60) = Φ

(
60 + 1

2
− 150 · 1

2
1
2

√
150

)
= Φ

(
−29√

150

)
= Φ(−2.37) = 0.0089
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