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BFN/bfnThe argument of example 2 page 375 is easily generalized.

Since Xi is
gamma(ri, λ) distributed we can write Xi as

Xi =

ri∑
j=1

Wij

where Wij are independent exponential(λ) variables. Thus

n∑
i=1

Xi =
n∑

i=1

ri∑
j=1

Wij

a sum of
∑n

i=1 ri exponential(λ) random variables. The sum is gamma(
∑n

i=1 ri, λ)
distributed.
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