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Question a) The probability P (Xi ≤ x) = x

since Xi is uniformly distributed. Since the Xi

are independent, the number Nx of Xi’s less than or equal to x follows a
binomial distribution bin(n, x). The event {X(k) ≤ x} corresponds to
{Nx ≥ k}. We get

P (X(k) ≤ x) = P (Nx ≥ k) =
n∑

i=k

(
n

i

)
xi(1− x)n−i

Question b) From the boxed result at the bottom of page 327 we have that (X(k) has
beta(k, n− k + 1) distribution. Substituting r = k and s = n− k + 1 we get

P (X(k) ≤ x) =
r+s−1∑
i=r

(
r + s− 1

i

)
xi(1− x)s+r−i−1

which is the stated result.

Question c) The beta(r, s) density is

f(x) =
1

B(r, s)
xr−1(1− x)s−1 =

1

B(r, s)
xr−1

s−1∑
i=0

(
s− 1

i

)
(−x)i

Now

P (X(k) ≤ x) =

∫ x

0

f(x)dx =

∫ x

0

1

B(r, s)
ur−1

s−1∑
i=0

(
s− 1

i

)
(−u)idu

=
1

B(r, s)

s−1∑
i=0

∫ x

0

(
s− 1

i

)
(−u)r+i−1du =

xr

B(r, s)

s−1∑
i=0

(
s− 1

i

)
(−x)i

r + i

as was to be proved.
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