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Question a) The exercise is closely related to exercise 4.4.9 page 310,

as it is the inverse
problem in a special case. We apply the standard change of variable method
page 304

Y =
√
T , T = Y 2,

dy

dt
=

1√
t

fY (y) = 2λ · ye−λy2

a Weibull distribution. See e.g. exercise 4.3.4 page 301 and exercise 4.4.9 page
310.

Question b) ∫ ∞
0

2λy2e−λy
2

dy =

∫ ∞
−∞

λy2e−λy
2

dy

We note the similarity with the variance of an unbiased (zero mean) normal
variable.∫ ∞
−∞

λy2e−λy
2

dy = λ

∫ ∞
−∞

y2
√

2π

2π

√
1
2λ
1
2λ

e
− 1

2
y2

1
2λ dy = λ

√
π

λ

∫ ∞
−∞

y2
1√
2π

1
1√
2λ

e
− 1

2
y2

1
2λ dy

the integral is the expected value of Z2, where Z is normal
(
0, 1

2λ

)
distributed.

Thus the value of the integral is 1
2λ

Finally we get

E(Y ) =
√
λπE(Z2) =

√
λπV ar(Z)

=
√
λπ

1

2λ
=

1

2

√
π

λ
= 0.51 with λ = 3

Question c) We apply the inverse distribution function method suggested page 320-323.
Thus

U = 1− e−λX ⇒ X = −1

λ
ln (1− U)

Now 1− U and U are identically distributed such that we can generate an
exponential X with X = − 1

λ
ln (U). To generate a Weibull (α = 2) distributed

Y we take the square root of X, thus Y =
√
− 1
λ
ln (1− U).
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Question c) We apply the inverse distribution function method suggested page 320-323.

Thus

U = 1− e−λX ⇒ X = −1

λ
ln (1− U)

Now 1− U and U are identically distributed such that we can generate an
exponential X with X = − 1

λ
ln (U). To generate a Weibull (α = 2) distributed

Y we take the square root of X, thus Y =
√
− 1
λ
ln (1− U).
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